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Welcome


Jeffrey M. Seaton


Langley Chief Information Officer
Office of the Chief Information Officer (OCIO)
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NASA Langley at a Glance (2014)
PY2014 Budget ~$800m
NASA Langley Budget ~$770m
External Business ~$30m
Workforce ~3,600
Civil Servants ~1,900
Contractors (on/near-site) ~1,700
Infrastructure/Facilities
166 Buildings 788 acres
Replacement Value ~$3.5b


Langley’s Economic Impact (2013)


• National economic output of ~$2.9b and generates 
over 22,000 high-tech jobs


• Virginia economic output of ~$1.1b and generates 
~10,000 high-tech jobs


Center Management & Operations 
(Facilities, Fab, Engineering, Tech 


Authority, B&P, IRAD, Safety/Mission 
Assurance, Legal, Finance, Procurement, 


Human Resources)


Agency Management & 
Operations


(NASA Engineering & Safety Center, 
Office of Chief Engineer, Agency IT) 


Construction
Environmental Compliance


& Restoration
(Revitalization Plan)


SCIENCE
$185m


HUMAN
EXPLORATION


$37m
EDUCATION


$2m
AERONAUTICS


$206m
SPACE TECH


$31m


CROSS-AGENCY SUPPORT PROGRAMS & CONSTRUCTION/ENVIRONMENTAL COMPLIANCE & RESTORATION







NASA Langley Core Competencies
Aerosciences
Research for Flight in All Atmospheres
(Includes Entry, Descent & Landing) Aerospace Systems Analysis


Aerospace Structural and
Material Concepts


Characterization of all Atmospheres
(Agency = Lasers & LIDAR) 







Langley Research Center Organization Chart
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LaRC IT Environment


Users
• 1,885 Employees
• 1,650 Contractors
• ~250 Students


IT Spending
~$60M annually (Mission and Mission 
Support)


Desktop/Workstations
• 75% Windows
• 15% Mac OS
• 10% Unix


Systems/Applications
• > 400 Applications
• NOMAD Email: 4700 accounts


Websites (386 total)
186 public; 200 internal 


Network
• ~7000 network connections
• 10Gb/sec backbone
• Internal: Single internal LAN


– Corporate Wireless
• External: Several DMZs 


– Remote access: VPN
– Public, wireless, and guest networks


• WAN: CSO (Communications Service Office)


Data Center
• OCIO Data Center


– Central web, database, & application servers
– Shared mid-range cluster (3000 cores)


• Mission Data Center
– Central storage system (~1.2PB)
– Co-Location Services for Mission Directorates


• Atmospheric Science Data Center
– Responsible for processing, archival, and 


distribution of NASA Earth science data in the 
areas of radiation budget, clouds, aerosols, and 
tropospheric chemistry


• Multiple distributed clusters
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Procurement Highlights


Joe P. Janus
Member, Source Evaluation Board


Contract Specialist
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Conference Guidelines


• As a reminder, if you have not signed in, please do so at the 
end of the presentation.


• List of attendees, conference presentations, and responses to 
questions received will be posted on the NAIS/Fedbizopps
website under the pre-solicitation notice NNL15ZB1001R for 
your convenience.


• These presentations are for informational purposes only and 
in case of conflict or inconsistency between these slides and 
the actual solicitation, the solicitation takes precedence.


• The Final RFP has not been released, and even then, can be 
amended at any time thereafter. It is imperative that potential 
Offerors monitor NAIS/Fedbizopps for changes to the 
solicitation when developing their proposal.
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Conference Guidelines - Concluded


• If you have clarifying questions, feel free to ask them during 
the meeting today either verbally or via email at  
larc-litesii@mail.nasa.gov.  You may continue to email 
questions to the SEB during the draft RFP comment period, 
which ends January 8, 2015.


• Questions pertaining to the draft RFP must be submitted via 
email.  We will attempt to answer questions during the 
conference today, but some may require some research 
and/or an official decision, and those questions will be 
answered in writing at a later date.
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Acquisition Background
and Objectives
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Background - LITES
• Langley Information Technology Enhanced Services 


(LITES) contract expires October 31, 2015
– Contract Number NNL10AA14B


– Contract Type: Indefinite Delivery / Indefinite Quantity


• Approximately 90 active tasks


– 5 year Cost-Plus Incentive Fee


• LITES is used by nearly every organization on the Center 
with the exception of the Science Directorate (SD).  Under 
LITES II, NASA reserves the right to procure SD enhanced 
IT requirements, such as data center support and systems 
administration.


• Geographic Information Systems (GIS) support in the 
LITES scope is not included in the LITES II scope, except 
for system administration support.
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LITES II Source Selection Board


Source Selection Authority (SSA)
David Bowles, Center Deputy Director


Contracting Officer (CO)
Richard T. Cannella


Source Evaluation Board (SEB) Voting Members


Name Position Organization
N. Duane Melson SEB Chairman Office of the Chief 


Information Officer
E. Tod Lewis Member Research


Directorate
Joseph P. Janus Member Office of 


Procurement
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LITES II Procurement Specifics


• Full and Open competition
• NAICS Code 541512 - (Computer Systems Design  


Services) $27.5M Size Standard
• Contract Type 


– Firm Fixed Price Indefinite Delivery Indefinite Quantity (ID/IQ) 
• All ID/IQ tasks - no base level services 
• Firm Fixed Price Labor Rates (Negotiated skill mix/hours)


– Cost Reimbursable (no fee)
• Travel, Training, Equipment, Supplies – directly related to 


tasks


• Period of Performance:  Nov 1, 2015 – Oct 31, 2020
– No Options
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• Inspection of Services 
– Inspection of supplies – cost reimbursement
– Inspection of services – fixed price
– Responsibility for supplies
– Quality Assurance Surveillance Plan (QASP)
– Monthly/Periodic evaluations of performance 
– Document performance on a regular basis


• Performance Management Reviews (PMR)
– Regular interchanges with contractor/government to include key 


stakeholders/customers as needed
– Forum to discuss performance trends


• Frequent Past Performance Reports
– Performance Evaluations (Contractor Performance Assessment 


Report System)


Contract Performance Monitoring
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• Potential OCIs during contract performance
– The PWS presents little potential for an OCI based on Impaired 


Objectivity because the contractor will likely not perform 
evaluations and assessments of the 
work/proposals/performance of itself or others


– The PWS presents low potential for an OCI based on Biased 
Ground Rules because the contractor generally will not set the 
ground rules for future competitions or contribute to statements 
of work for future competitions


– The PWS presents a stronger potential for OCI’s dealing with 
Unequal Access to Information because the contractor is likely 
to have access to proprietary data and sensitive government 
information in relation to computers, databases and models on 
which the contractor performs work


Organizational Conflicts of Interest (OCIs)
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• The LITES II contract includes:
− Limitations on Reassignments that will mitigate Unequal Access 


to Information Type OCIs by precluding the Contractor from 
reassignment of personnel who had access to sensitive 
information from LITES II tasks to the contractor’s proposal 
development efforts in relation to any other contracts


− Limitations on Future Contracting that will mitigate Biased 
Ground Rules Type OCIs by precluding the contractor from 
competing for contracts that include work statements to which 
the contractor contributed under LITES II tasks


Organizational Conflicts of Interest (OCIs) 
Mitigation
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• On-site/Near-site facilities at NASA Langley Research 
Center, Hampton, VA


• Contractor personnel may be required to travel to 
temporarily provide services off-site (including domestic 
and foreign travel)


• Security Clearance (DD-254)


– Currently ~15 positions require a Secret Clearance and 
~3 positions require a Top Secret Clearance


Procurement Specifics Concluded
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• Assure proposal contains all necessary information, required 
documentation, and is complete in all aspects.  The evaluation 
will be based upon actual material presented and not on the 
basis of what may be implied.  See FAR 52.215-1 Instructions 
to Offerors – Competitive Acquisition.


• Ensure that the cost/price proposal is consistent with the 
technical proposal in all aspects since the cost/price proposal 
may be used as an aid to determine the Offeror’s 
understanding of the technical requirements.  Discrepancies 
may be viewed as a lack of understanding.


• Page limitations, font size and other Section L Instructions are 
firm, and thus any requests to deviate from them may not be 
considered.


• NASA may reject any proposal that fails to comply with all 
proposal instructions.


Proposal Preparation Instructions
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Proposal Preparation Instructions


Proposal Section Page Limit
Contract Offer - Standard Form (SF) 33 
and Sections B-J of Model Contract; 
including Completed Representations 
and Certifications (Section K);
Completed DD Form 254;
ISO 9001 Certification and CMMI Level 
2 Rating Documentation


No Limit (Include with original 
copy of Volume II)


Volume I – Technical Proposal 50 pages, pages must be 
numbered


Volume II – Business Proposal No Limit, pages must be 
numbered


Volume III – Past Performance 
Proposal


50 pages, pages must be 
numbered


Volume IV – Small Business Utilization 
Plan


25 Pages, pages must be 
numbered


.
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• Items Not Required for Proposal Package:
– The selected Offeror will be required to submit the following 


items after contract award but prior to contract performance (see 
Exhibit B)


• Government Property Plan
• Organizational Conflict of Interest Avoidance Plan
• IT Security Plan
• Safety and Health Plan


Proposal Preparation Instructions 
Concluded
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Business Proposal


Section L.16 of the RFP and Attachment III, 
Cost/Price Forms 1 thru 5
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• Attachment III of the Solicitation contains Cost/Price 
Forms
• There are five Cost/Price Forms that have instructions on the 


bottom of each Form. 


• A suggested approach would be to work from Form 3 to Form 1


• Form 3 is the Schedule of Rates that will be incorporated into the 
contract as Exhibit H


• Form 2 contains labor categories and hours.  The hours listed 
are for evaluation purposes only and are not necessarily 
representative of what the Government intends to order. 


• Form 1 has a plug number for Cost Reimbursement (No Fee), do 
not change this number


Note: Be sure to include costs/price associated with operation of 
a Project Management Office (PMO) within the Fully Burdened 
Labor Rate


Cost/Price Forms
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• Form 3:  Schedule of Rates
− The Offeror shall propose a single fully burdened labor rate 


thru all applicable indirect costs (including PMO indirect and 
Prime (Offeror) indirect costs) and profit


− Offerors are required to propose labor rates for all labor 
categories and levels listed in Form 3


• Form 2: CLIN 1 - Firm Fixed Price (FFP) 
– Government’s estimated labor categories and hours are 


provided for evaluation purposes only 
– Labor rates shall flow from Form 3 to Form 2


• Form 1: Summary of Total Proposed Prices by CLIN by 
Year
– CLIN 2 is for Other Direct Costs (ODCs) and will be cost 


reimbursable with no fee
– Offerors shall propose the ODCs provided by the Government 


($4M per year)


Cost/Price Forms 1 - 3
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Past Performance Proposal


Section L.17 of the RFP
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• Provide no more than three relevant contracts for the 
Prime Offeror, and no more than three relevant contracts 
for each subcontractor


• The provided contracts shall highlight relevant 
experience and performance (within the last three 
years).  


• Past Performance Questionnaires (PPQ) are included in 
the draft RFP. However, be sure to send the version of 
the PPQ in the Final RFP to customers for completion.


Past Performance Proposal
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• Government requests early submission of the Past 
Performance Volume (approximately two weeks prior to 
full Proposal submission); however, all volumes must be 
submitted no later than the proposal submission date 
and time.


Past Performance Proposal
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• Proposals received in response to this solicitation will be 
evaluated by the Source Evaluation Board (SEB) in 
accordance with NASA FAR Supplement (NFS) 1815.3


• The Source Selection Authority (SSA), after consultation 
with the SEB and other advisors, will select the Offeror that 
can perform the contract in a manner most advantageous 
to the Government, all factors considered


• The Government intends to award a contract without 
discussions, but reserves the right to hold discussions if 
the Contracting Officer deems them to be necessary


Method of Evaluation
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• A best value trade-off process, as described at FAR 
15.101-1, Tradeoff Process, will be used in making the 
source selection decision.


• Evaluation Factors
– Factor 1, Mission Suitability
– Factor 2, Cost/Price
– Factor 3, Past Performance 


• Relative Importance of Evaluation Factors
– Mission Suitability, Cost/Price, and Past Performance will be of 


approximately equal importance


– All evaluation factors, other than Cost/Price, when combined, are 
significantly more important than Cost/Price


Source-Selection Procedures
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• Factor 1 Mission Suitability 1000 pts.
– Subfactor 1 450 pts.


Understanding the Requirements and Technical Approach
• URTA - 1   Approach for performing the technical requirements 
• URTA - 2   Risks and approach to risk mitigation
• URTA - 3   Approach for remaining on the forefront of IT 


technologies and services and proactively sharing this knowledge 
to benefit LaRC and the Agency


– Subfactor 2 Management 450 pts.
• MA - 1   Approach for managing the contract
• MA - 2   Contract Start-up
• MA - 3   Recruiting, retaining, motivating, training employees


– Subfactor 3 Small Business Utilization 100 pts.


Evaluation Factors
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• Factor 2: Cost/Price
– A price analysis will be performed (ref: FAR 15.404-1(b)).  


Specifically, NASA’s price analysis will include, but may not be limited 
to, comparing all prices proposed for CLIN 001 and CLIN 002 and 
comparing each total proposed price to the Independent Government 
Cost Estimate to determine price reasonableness.


– NASA will evaluate the cost-reimbursement [no-fee] CLIN 002. NASA 
will perform a cost realism analysis (ref: FAR 15.404-1(d)).  Because 
NASA has already provided the direct costs each Offeror shall 
propose for CLIN 002, the cost realism analyses to be performed will 
be limited to evaluating the realism of each Offeror’s proposed 
indirect costs for CLIN 002.  


– NASA will evaluate each Offeror’s Total Compensation Plan for its 
ability to attract and retain competent employees.  The plan shall be 
compliant with FAR 52.222-46, Evaluation of Compensation for 
Professional Employees, and NFS 1852.231-71, Determination of 
Compensation Reasonableness. 


Evaluation Factors - Continued
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• Factor 3:  Past Performance
– Under the Past Performance factor, NASA will evaluate each 


Offeror's current/recent record (including the record of any 
subcontractors, but not the past performance of individuals who are 
proposed to be involved in the required work), of performing services 
or delivering products that are similar in size to the total contract 
value of this solicitation (in dollars per year for prime contractor), and 
similar in complexity (for prime contractor) to the requirements of this 
solicitation.  NASA will evaluate the relevance of the content of the 
past performance of the Prime for each PWS section. 


– Level of Confidence ratings will be assigned to this factor


Evaluation Factors - Concluded
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Milestone Date
Release Draft RFP November 28, 2014


Pre-solicitation Conference December 9, 2014


Draft RFP Comments Requested January 8, 2015


RFP Issued February 6, 2015


Past Performance Requested February 26, 2015


Proposals Due March 9, 2015


Award August 6, 2015


Phase-in Begins September 1, 2015


Contract Start November 1, 2015


Acquisition Cycle Milestones
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TECHNICAL PRESENTATIONS


Exhibit A
Performance Work Statement (PWS)
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GENERAL REQUIREMENTS


N. Duane Melson
Chairman, Source Evaluation Board


Associate Chief Information Officer for Strategy 
Office of the Chief Information Officer (OCIO)
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• Langley Information Technology Enhanced Services (LITES II) contract will 
provide IT support services in the areas of:  
– Science and Engineering Applications
– Center Infrastructure Applications not in I3P scope (ACES, NICS, …)
– Data Center Support 
– Business Management Applications
– Project Management 


• Science and Engineering applications in LITES II are frequently found in 
programmatic/engineering support contracts at other centers.  Langley 
consolidated these services into its Center wide IT services contract more 
than ten years ago to provide better management of IT across the Center. 


I3P
ACES
NICS


IT
Scientific and 
Engineering 


Research


LITES II


Statement of Need
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• Provide support services for various ongoing operations 
with capability for short term surge requirements 


• Create and maintain a teaming environment; provide best 
value; and be accountable for performance 
− Personnel are fully trained, motivated, and ready and willing to 


work


• Emphasize contract functional standardization while 
meeting all organizational needs


• Be flexible and efficient to effectively manage resources to 
optimize performance across the Center


• Anticipate changes in services as the Center mission 
evolves, especially considering the Center’s 
Comprehensive Digital Transformation (CDT) initiative 


Customer Expectations
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• Office space and furniture will be provided on-site at LaRC for 
contract performance when the contract requirements 
necessitate the Contractor’s physical presence. 
(Approximately 100 contractor staff on Center).


• Contract will include the provision of I3P computer seats and 
services as Government-Furnished Services (GFS) for the on-
site contract employees who need access to the NASA IP 
address space.


• Due to the developmental nature of this contract, special 
purpose hardware and/or software may be made available for 
use by the Contractor on a task order basis.


• GFI – contractor will be given access to applications, source 
code, and other information necessary to perform their work 


Government-Furnished Property
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• Government will maintain accountability of all GFP/E 
provided to the contractor
– Computers, multi-function devices (copier/printer/scanner/fax), 


phone, network (ACES/NICS)
– On-Site office space to include equipment/furniture
– Software to accomplish tasks


• Contractor shall utilize the NASA Langley-provided 
virtual private network (VPN) system to access devices 
on internal LaRCNet from the Contractor’s offsite 
facility. Devices connecting to the VPN system must 
comply with Center and Agency policies regarding 
desktop systems and VPN access.


Onsite Government-Furnished 
Property/Equipment
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• Organize IDIQ Task Orders into Center-wide functional 
tasks
– System Administration
– Science and Engineering Application Development/Operations/ 


Maintenance/Support
– Business and Mission-Support Application 


Development/Operations/Maintenance/Support
– Website Development/Maintenance
– Geometry Modeling and Science and Engineering Visualization
– Other IT Services 


Contract Administration







• Electronic Task Order System
– Government furnished
– System currently in use for LITES and LAMPS contracts
– Microsoft SharePoint based system
– May change in the future


Contract Administration
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• CMMI (Capability Maturity Model Integration)
– The Contractor will be required to have a rating of CMMI 


capability Level 2 or higher by receipt of proposal, and provide 
proof of the rating with the proposal


• ISO 9001
– The Contractor will be required to be certified/registered to the 


current ANSI/ISO/ASQC Q ISO 9001 standard, Quality 
Management Systems, Requirements by receipt of proposal, 
and provide the certificate with the proposal


Special Requirements
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• Security Classification Requirements (Top Secret)
– FAR Clause 52.204-2 & NFS 1852.204-75


– The resultant contract will contain a DD Form 254, “Department 
of Defense Contract Security Classification Specification” as the 
contractor will require access to “Special Access Information”


– The CO and COR will work closely with LaRC Security when 
implementing task orders with classified elements


• Export Control
– Export Control will be covered by NFS 1852.225-70, “Export 


Licenses”


• Privacy Act
– Contract will contain FAR 52.224-1, Privacy Act Notification, 


FAR 52.224-2, Privacy Act, and 52.239-1, Privacy or Security 
Safeguards


Security Considerations
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Questions?


Please identify yourself and company when 
asking a question
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• Reminder – If your Company has not signed in, please 
do so after this briefing


• The Government requests feedback, positive and 
negative, on today’s presentations


• Please submit any questions/feedback in writing to  
Joe Janus at LARC-LITESII@mail.nasa.gov no later 
than January 8, 2014


Conclusion
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Break
15 Minutes
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PWS  3.0 System Administration Dave Lockard


PWS  4.0 Database Administration Debi Hurst


PWS  5.0 Application Management Kay Costulis/ 
Debbie Cook


PWS  6.0 Example Work Areas


6.1 Air Traffic Operations Lab (ATOL) Support Tod Lewis
6.2 Airspace and Traffic Operations Simulation Mike Palmer


(ATOS) Support
6.3   Cloud Services Fran Risinger
6.4  Large Scale Data Storage and Retrieval System Kay Costulis
6.5  OCIO Data Center Debi Hurst
6.6 Langley IT Security (ITS) Support Services Kendall Freeman
6.7  Administrative Business Applications Chuck Brooks 


Development and Support


Technical Presentations







System Administration of 
Branch Systems and Cluster Support


David P. Lockard
Computational AeroSciences Branch 


(CASB)
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Introduction
• This presentation gives an overview of CFDLAB 


system administration which covers one of the more 
complex LITES tasks
– Computational AeroSciences Branch (CASB) resources
– Center mid-range, high-performance compute cluster


• LITES system administration covers multiple groups 
with varying requirements, some of which are 
beyond the scope of the CFDLAB task discussed here
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System Configuration


Cluster of clusters


Servers


Workstations


Center cluster


Foreign national cluster


Firewall LaRCNet


Cluster
backbone


Multi-OS
Notebooks


Firewall


Servers


Infiniband


CASB Resources


CASB Resources
51







Servers
• Home directory servers


– Running Solaris & VMware 
Vcenter/Vsphere


– Redundant system with 
failover capability


• File servers
• Boot servers
• Backup servers
• Special purpose compute 


servers
• Development servers
• Application servers
• UPS on critical servers
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Cluster of Clusters
• Rack mount or boxes-on-


shelves
• Commodity hardware
• Compute nodes


– Single or dual socket
– 1, 2, or 4 cores per socket


• Interconnection
– Gigabit Ethernet
– InfiniBand


• Diskless or disk configurations
• Netbooted


– OS may be installed on each 
node in other branches


• RAID servers for storage
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Center Cluster
• SGI ICE 8200, 8400, ICE-X
• Chilled water cooling
• 808 Compute nodes


– Dual socket, multiple core
– 9,214 compute cores


• 14 servers 
– 6 login servers
– 1 batch server
– 2 administrative servers
– 3 File servers
– Large memory compute server


• Lustre parallel file systems
• Interconnection


– Gigabit Ethernet for management
– InfiniBand


• SGI management software
• CentOS
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System Overview
• Data includes research data and Sensitive But Unclassified, SBU, 


(ITAR/EAR) data
• Clusters, servers, and workstations tightly integrated 


– Shared /usr/local and home space
– Shared applications
– File systems shared with Network File System (NFS)


• Custom cluster netboot scripts written and maintained by contractor staff 
for diverse, heterogeneous cluster of clusters
– Scripts manage setup, maintenance, and monitoring
– Used by other clusters at LaRC


• Custom firewall scripts written and maintained by contractor staff
– Restrict Foreign National access but still allow them to interact with NASA 


researchers
– Strictly control access to/from specific systems and services


• Backup services provided to file servers, workstations, and laptops
– 48 tape LTO 5 library
– Bakbone software


• Linux update server to facilitate system patch updates
– Also used by other LaRC groups


• IPMI, Lights out management 55







Operating System Environment
• Install, maintain, patch, upgrade, maintain security, provide assistance for 


the following Operating Systems
– Linux – CentOS, RHEL, Fedora, …
– Solaris
– Windows
– Macintosh OS X
– Multiple OS machines (dual-/multi-boot, virtualization software)


• Custom Linux kernels required to:
– Provide netboot capability
– Optimize system performance for hardware; minimize memory footprint


• High performance journaling file systems to increase performance and 
data integrity
– Reiserfs, xfs


• Lustre Parallel File System
• Virtualization Software (VMWare, etc.)
• Software Management


– Modules
• Job queuing software


– PBSPro, SLURM, …
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Software Development Environment
• Install, maintain, and provide assistance for development tools
• Requires multiple revisions of these tools be maintained for compatibility
• Compilers – Fortran and C/C++


– Intel, Portland Group, Lahey-Fujitsu, NAGWare, gcc, gfortran, …
• Scripting Support


– Python, Perl, Ruby, csh, bash, …
• Debuggers


– Totalview, Intel Debugger (idb), GNU Debugger (gdb, ddd), Valgrind, …
• Libraries


– MPI (Message Passing Interface)
• LAM, MPICH, OpenMPI, MPICH2, MVAPICH, MPT, …
• Requires compilation with special network driver support 
• Version needed for each compiler


– OpenMP
– Intel Math Kernel Library (MKL)
– Intel Threading Building Blocks (both commercial and open source)


• Optimization
– Intel Vtune


• Software Version Control
– GITLAB server, CVS, tkCVS, SVN, tkSVN, git, …
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Application Software
• Install, maintain, and provide assistance for commercial 


and open source applications
• Grid Generation


– Pointwise, Gridgen, GridEX, …
• Visualization


– Tecplot, Fieldview, plot3d, gnuplot, mplayer, mencoder, …
• Symbolic Manipulation


– Mathematica, Maple, Matlab, …
• Document Preparation


– Tex, Latex, Lyx, OpenOffice, …
• Custom Software


– Libraries (Metis, Parmetis, …)
– NASA Codes (FUN3D, CFL3D, Overflow, …)
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Hardware Support
• Assist in research and planning of new hardware


– Space, power, cooling requirements; performance; support
– New hardware architectures e.g. GPUs, accelerators


• Install new hardware
– Assist in delivery; install hardware in racks; cable; install and provision OS, 


applications, and queuing software
• Maintain systems


– Identify performance problems and formulate solutions
– Monitor for failed systems; confirm failures with vendor supplied or other 


diagnostics tools; notify vendor; install replacement components/coordinate 
vendor replacement; assist in returning failed components to vendor


– Develop method to economically maintain old hardware
• Upgrade


– Assist in identifying bottlenecks and solutions
– Perform upgrades to hardware that NASA acquires (additional memory, disk 


drives, accelerators, GPUs, …)
• Excess


– Assist in ‘excessing’ old or failed systems that are not economically feasible to 
repair
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New Technology Support
• Assist in researching, planning, and adopting new technologies 
• High Performance File systems


– Lustre, GPFS, Panasas, …
• Processors


– AMD, Intel, IBM, …
• Accelerators


– Accelerators, GPUs, GPGPUs, ASICs, …
• Interconnection


– 10 Gb Ethernet, InfiniBand, …
• Higher density


– Cooling, weight limits, …
• New management hardware or software


– Investigate and evaluate software packages which can improve cluster 
setup, management and monitoring (e.g. ROCKS+)


– Enhance lights out management support via hardware/software 
solutions
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DATABASE ADMINISTRATION


Debi Hurst - OCIO Data Center (ODC) Lead
Bill von Ofenheim - ODC Technical Lead







SUPPORTED DATABASES
MySQL
Oracle
PostgreSQL
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ENVIRONMENTS [USERS]
Test [Administrators]
Development [Developers]
System Acceptance Testing (SAT) [Subset of 


users]
Failover [No one]
Production [Users]


63







QUARTERLY PATCHING
Oracle Release: 3rd Wednesday of Jan, Apr, Jul, 


& Oct
Non-Production: 3rd Saturday of Jan, Apr, Jul, & 


Oct
Production: 3rd Saturday of Feb, May, Aug, & 


Nov
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BACKUPS
Native full backups nightly
Backups stored on Central Storage System
Annual restore tests
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MANUAL FAILOVER
Replication between production & failover is near 


real-time
Production failure:
1. Swap hostnames/IPs between production & failover
2. Configure former failover to be master instead of 


slave
3. Reconstituted production server brought back as 


failover
Never needed to failover (knock on wood)
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TOOLS
Monitors check:
Connectivity
Errors
Sizes
Performance tuning
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DOCUMENTATION
Processes documented in wiki (TWiki)
Schemas stored in document management system 


(NX)
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Application Management
Kay Costulis
LITES II – Industry Day
December 9, 2014
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Outline Overview
 Services
 Application Examples
 Support Requirements
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Overview
 Integrated with management of system software, servers, 


and system administration operations
 Includes development, operations, and maintenance of 


missions, business processes, and specific IT functions
» High end commercial suites
» Open source packages
» Locally developed applications
» Specialized NASA applications, processes and tools
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Application Management 
Examples
(NASA Galaxie)


Requirements:


SOFTWARE PURPOSE:
• This web-based application 


provides an on-line catalog 
which lists each NASA 
Center’s Library’s holdings.


• This is a COTS package 
provided by SirsiDynix.


• Support would include COTS upgrades and patching, content ingest 
and export, customer support to NASA Library staff, and report 
generation
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Application Management 
Examples
(Electronic Requests - ILLIAD)


Requirements:


SOFTWARE PURPOSE:
• This web-based application 


provides an interface for 
requesting content from the 
Technical Library or other 
sources.


• Examples Include:
• Articles
• Books/Book Chapters
• Conference Papers
• Patents
• Literature Searches


• This is a COTS package 
provided by Atlas.


• Support would include COTS upgrades and patching and customer 
support to NASA community
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Application Management 
Examples
(Langley Digital Repository (LDR))


Requirements:


SOFTWARE PURPOSE:


• This web-based application 
provides access to archived and 
scanned document collections, 
which include: 


• Langley Core Aerospace
• Langley Technical Publications
• NASA Workings Papers
• NACA Reports
• Etc. 


• This is an open source software 
solution using DSpace


SOFTWARE SCREEN SHOTS ON 
THIS SIDE


• Support would include upgrades and patching, content ingest and export, 
code customizations (using JAVA) when required, and report generation
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Application Management Examples
(Technical Publication Submittal & 
Approval System (TPSAS))


Requirements:


SOFTWARE PURPOSE:


• This web-based application 
provides an on-line process for 
the review, approval, and tracking 
of Langley produced or 
sponsored Scientific and 
Technical Information (STI).


• Examples would include:
• Technical Reports
• Conference Papers
• Journal Articles
• Books
• Video 


• This is custom built application 
using ColdFusion v10.


SOFTWARE SCREEN SHOTS ON 
THIS SIDE


• Support would include upgrades and patching, content ingest and export, 
code customizations (using CF) when required, and report generation
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Application Management Examples
(Document Management System 
(NX))


Requirements:


SOFTWARE PURPOSE:


• This web-based application 
provides a document 
management system for Center 
projects/programs, business 
units, special projects, and 
archives.


• Currently have over 1800 licensed 
users


• This is COTS product from Xerox 
called DocuShare


SOFTWARE SCREEN SHOTS ON 
THIS SIDE


• Support would include system level support to the application 
administrator and database management (currently using ORACLE) 
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Application Management 
Examples
(LaRC Sites – WordPress
MultiUser)


Requirements:


SOFTWARE PURPOSE:


• This web-based application 
provides a content management 
system for website creation and 
maintenance.


• Three sites environments are 
offered (LaRC only, NASA only, 
and External)


• This is an open source product 
called WordPress Multi-User


SOFTWARE SCREEN SHOTS ON 
THIS SIDE


• Support would include patching and upgrades of WordPress and selected plug-ins, 
training and customer support, identification and testing of new plug-ins to meet 
customer requirements
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Application Management 
Examples
(Langley Google)


Requirements:


SOFTWARE PURPOSE:


• This web-based application 
provides a searching of Langley 
registered websites, journals, 
reports, people, images, etc.


• This includes two Google Search 
Appliances (production and hot 
spare) with an administration 
interface for customization.


• Support would include patching and upgrades of Google Search Appliance, 
customizing user interface and results using Google Custom Search Engine, website 
maintenance (using PHP, JavaScript, HTML and CSS), and user support
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Application Management 
Examples
(Technology Gateway)


Requirements:


SOFTWARE PURPOSE:


• Outward facing web site 
supporting Small Business 
Innovation Research and 
Technology Transfer projects at 
NASA Langley that provides 
access to ongoing projects and 
opportunities. 


• Support would include website maintenance (using ColdFusion, WordPress, 
Javascript, PHP, CSS, and HTML5)
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Application Management
Support Requirements


Services:


 Application Development:  Development of new 
software and/or the modifications of existing software 
to change and/or add functionality


 Data Reduction Programming and Analysis:  Provide 
data reduction programming and analysis support to a 
wide variety of research facilities with research 
disciplines ranging from rotorcraft, low-speed aircraft to 
hypersonic spacecraft, dynamic flight testing, etc.


 Application Operations and Maintenance:   Provide 
monitoring, system design, and tuning; maintenance of 
existing LaRC software; user support/training; interface 
with software vendors to obtain patches and upgrades.


 Documentation:  Maintain and make available an 
electronic library of application documentation.  For 
LaRC developed software, provide a configuration 
management plan.


Skills:


• Expertise in the following:
• Software development in C, Perl, Java, 


PHP, ColdFusion v10
• Database administration
• Configuration management
• Documentation
• Understanding of Section 508 


Compliance
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Environmenta
l 
Management 
Information 
Systems 
(EMIS)


Environmental Management Information Systems
These applications support environmental/ energy management, compliance and
sustainability and the statutory obligation function at the Center.


Hazardous Waste and Disposal System


This application tracks hazardous materials and monitor processes for collection,
storage, transportation and disposal of regulated waste materials


Chemical Materials Tracking System (CMTS)


This application tracks chemical inventory information including receipts,
movement, usage, adjustments and disposal of materials


Environmental Website


Website used to communicate the status of the Environmental compliance program
and to provide users with key information related to Environmental issues.


Experience: report generation, ColdFusion, Microsoft SQL, web services


Hazardous Waste and 
Disposal


Chemical Materials Tracking


Branch Website


Environmental and Energy
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Environmental Management Information System (EMIS)







IBM Tririga


IBM Tririga


Capital Project Manager
It provides automated project management controls and critical date alerts to help
keep CoF facility projects on schedule and on budget. It helps increase financial
and environmental returns from capital, construction and energy efficiency projects.
It also provides project planning capabilities and complex planning analysis to
achieve higher financial returns.


Workplace Performance Manager
This application supplements the capital projects application by providing real time
business analytics to support and monitor the performance of the CoF capital
programs, projects (cost, schedule) and processes.


Experience: Tririga 10, Maximo Scheduler, report generation using BIRT; WebSphere
application and web server, Oracle, knowledge of the functional and technical
integration points and the WPM key performance indicator (KPI) dashboards


Key Roles: Oracle DBA, application server specialist, Tririga developer, solution
architect, server administrator


Capital Projects Manager


Work performance 
Manager


Environmental and Energy
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Computerize
d 
Maintenance 
Management 
System


IBM Maximo Enterprise Asset Management
The automated system used across the Agency for facility asset and
maintenance management. The system provides an integrated process
that gives managers control over the maintenance of all facilities and
collateral equipment from acquisition to disposal. It functions to support
work coordination, preventive, predictive, and deferred maintenance;
the tracking of the status of maintenance work on assets and the
associated cost of that work.


Facility Maintenance Online (FMO)
The web-based interface into the CMMS database that provides users
with the means to search and query the maintenance information stored
in MAXIMO (Currently using iNet Clear Reports).


Experience: computerized maintenance management systems in
particular with MAXIMO 7.5 and Maximo Scheduler; report generation
using Crystal Reports, Actuate BIRT, and inet Clear Reports; WebSphere
application and web server, change management practices, virtual
environments, Oracle, knowledge of the functional and technical
integration points and the key performance indicator (KPI) dashboards


Key Roles: Oracle DBA, application server specialist, Maximo developer,
solution architect, server administrator
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Condition 
Based 
Monitoring 
(CBM)


Condition Based Monitoring
Condition Based Maintenance (CBM) is a maintenance strategy that uses the actual
condition of the asset to decide what maintenance needs to be done. CBM
dictates that maintenance should only be performed when certain indicators show
signs of decreasing performance or upcoming failure.


Meridium APM Foundation


The Asset Performance Management application was put in place to automate and
manage the CBM maintenance strategy. Critical real-time process and condition
parameters will be identified, developed and optimized in this application. This data
will be monitored in the OSIsoft PI System. This will ensure that key conditions on
critical assets are fully monitored with a closed loop optimization process that ensures
failures are detected and prevented before they occur.


OSIsoft PI


The Pi server is a database that will bring all relevant real time data from the centers
many disparate data sources into a single optimized storage system, secures it and
delivers it to users and other CBM applications as needed.


Experience: Meridium APM, Maximo, AMS Machinery Health Suite, application and
web server, OSIsoft PI, DeltaV process controls, Industrial control systems, OLE for
Process Control (OPC), real process data handling
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Air Traffic Operations
Laboratory (ATOL) 


National Aeronautics and Space Administration


Tod Lewis
Crew Systems & Aviation Operations Branch







Outline


• Background


• Air Traffic Operations Lab Overview
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Background


• Airspace currently congested


• Flight delays are common


• NASA is looking for ways to:
− Use more of the sky
− Increase efficiency
− Increase capacity
− Reduce the number of 


required pilots
− Allow airspace access to 


unmanned aerial systems


• NASA is developing onboard 
tools and algorithms to solve 
these problems
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ATOL Layout
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Pilot Rooms
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Air Traffic Control Rooms
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Unmanned Aerial Systems Room
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ATOL Control Rooms
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Future Construction
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ATOL Architecture


Simulation
Manager 
Dell 390 PC/Win XP


MACS Manager 
Dell 390 PC/LINUX


HP Blades/Win XP


Optiplex 745 PCs/Win XP Dell 390s


Dual/Single Crew Pilot Stations
Remote ASTOR Pilot Stations
MACS Pseudo-Pilot Stations


IBM Data Mover


CSS


320 Batch Aircraft 
Simulations


~ 60 Batch Aircraft 
Simulations


ATC Stations


HLA over TCP/IP 10 GB core
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Modes of Operation


• Human-in-the-Loop (HITL)


• Batch
– Same software as at piloted stations
– Rules-based Pilot Model
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Joint Simulation with Other Labs
Langley Facilities


Outside Facilities
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NASA Equipment Located Offsite
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Offsite ATOS Batch Lab
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Offsite ATOS Dev/Integration Lab
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Offsite “Shorty” Lab
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Offsite UAS Integration Lab
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Air Traffic Operations
Laboratory (ATOL) 


National Aeronautics and Space Administration


Crew Systems & Aviation Operations Branch
NASA Langley Research Center
Hampton, VA 23681-2199


tod.lewis@nasa.gov (757) 864-2803


Airspace and Traffic Operations Simulation (ATOS)
Mike Palmer, Crew Systems & Aviation Ops Branch







Outline


• ATOS: What Is It?
• Research Project Support
• Support Skills & Activities
• Work Process Overview
• Support Task Summary
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ATOS: What Is It?


The Airspace and Traffic Operations Simulation is the core 
simulation software that runs in the ATOL


Simulates airborne vehicles and supporting Communication, 
Navigation, and Surveillance (CNS) infrastructure
• Medium-fidelity simulations of a variety of subsonic transport aircraft, supersonic 


vehicles, and other aircraft types
• High-fidelity simulations of data link communications, Required Navigation 


Performance (RNP) levels, and Automatic Dependent Surveillance Broadcast 
(ADS-B) surveillance


Integrates with ground-based ATM tools & research facilities
• High-fidelity simulations of traffic management and ARTCC/TRACON controller 


stations from NASA Ames: Traffic Management Advisor (TMA) and Multi-Aircraft 
Control System (MACS)


• Medium-fidelity traffic management research tool from the Dutch National 
Aerospace Laboratory (NLR): Traffic Manager eXecutable (TMX)


• Medium-fidelity unmanned aerial systems (UAS) simulation environment
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ATOS Research Project Support


• Oceanic airspace commercial flight operations
• In-Trail Procedures 
• Pair-wise Trajectory Management


• Domestic en-route airspace operations
• 4-D trajectory management (cruise)
• Aircraft self-separation and autonomous flight


• Terminal airspace operations
• 4-D trajectory management (descent and arrival)
• Flight deck-based interval management


• Unmanned Aerial Systems (UAS) concepts and applications


• U.S. Army Future Vertical Lift (FVL) program
• Future technology test-bed
• Integration platform for mission management tools, etc.


• Over-land supersonic flight operations
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ATOS Support Skills & Activities


This is NOT just a “computer programming” task area
• Staff need expertise in a variety of technical/engineering areas, including:


• Aircraft simulation, dynamics, and control algorithms
• Software engineering, software architecture & design, and coding
• Large-scale network/cloud-based simulations & system administration


• Staff need aviation domain expertise, including:
• Commercial, military, and/or general aviation (GA) pilots
• Center (ARTCC), terminal area (TRACON), and tower controllers
• Aircraft systems and avionics specialists


• Staff also need understanding of formal research experiments, including:
• Translating research goals into simulation system requirements
• Designing and testing of experiment scenarios
• Supporting processing and analysis of simulation data 


Task area includes integrating work of multiple organizations
• Some NASA researchers design, develop, and/or modify ATOS software
• TEAMS-2 contract staff also provide ATOS design and engineering support
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ATOS Work Process Overview


• Assist new research project planning
• Help plan batch and/or human-in-the-loop (HITL) experiments
• Identify required simulation capabilities
• Identify existing defects and/or new enhancements
• Estimate resources & support prioritization of requirements
• Assign, schedule, and track all design/development activities
• Design, create, and test experiment scenarios
• Debug/checkout simulation builds
• Prepare materials for experiment scenarios
• Participate in experiment dry runs and/or dress rehearsals
• Support data collection activities
• Assist simulation data processing and analysis
• Support flight test activities
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ATOS Support Task Summary


• ATOS and ATOL represent unique world-class ATM 
research simulation capabilities, developed over the past 
20+ years


• Aviation expertise, engineering skills and mindset, and 
simulation software architecture design capabilities are 
required in addition to software coding and/or system 
administration skills


• ATOS and ATOL work processes require close collaboration 
between NASA customers and ATOS, ATOL, and UAS 
support staff from various contracts (LITES/LITES II, 
TEAMS-2, NIA, NRA awardees, etc.)
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Cloud Services - Infrastructure as a Service (IaaS)


• Cloud IaaS provided by the Agency Computing Services Service Office (CSSO)


• Moderate ATO for Amazon Web Services (AWS) both public and GovCloud regions 
• Additional Cloud Service Providers (CSP) on-boarded in future phases
• Platform as a Service (PaaS) and Software as a Service (SaaS) not part of the current 


offerings
• Langley in the process of establishing a Langley Managed Cloud Environment (MCE) 


within the CSSO Cloud environment
• Requires an Authorization to Operate (ATO)


• Langley running experiments to determine best use cases for Cloud migration
• Business processes still being refined







Cloud Services – Private/Hybrid Cloud


• Initial phases of requirements development and solution evaluation 
of private cloud/cloud orchestration tools


• Learn and understand Cloud deployment techniques
• Facilitate migration of on-site applications to commercial Cloud when it 


makes sense
• Continue to evolve the OCIO Data Service offerings to meet customer 


demand
• Provide input for the technical build-out planning for the new Computational 


Research Facility (CRF)







Cloud Services - Software as a Service (SaaS)


• Initial phases of requirements development and solution evaluation 
of business automation process and document management 
solutions


• Looking at both SaaS and on-premise COTS solutions
• Automate and standardize manual processes
• Continue to evolve the application offerings to meet customer demand 
• LaRC OCIO will sponsor and provide the ATO for any CSPs chosen 







Central Storage System (CSS)
Kay Costulis


LITES II – Industry Day
December 9, 2014







Outline


119Insert date here


• CSS Overview
• CSS Services
• Current Usage
• CSS Architecture
• Future Plans
• CSS Support Requirements







Overview


• Large-scale, centrally managed data and information storage 
system


• Management by the Information Management Branch (OCIO)
• Stores almost 5 Petabytes of data--combination of tape and 


disk storage (primarily tape storage)
• Can ingest over 30TB of data in one day
• Stores mission data, user data for long-term storage, working 


files and system backups.  Data consists of:
– Computational data, wind tunnel data, digitized documents, etc.


• Dual-copies of data are taken offsite for disaster recovery
• All tapes are encrypted (AES-256) 
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CSS Data Services


Accessibility of Information:


Protection of Information:


Backups of IT systems - Copies 
(locally and off-site) created 
for the recovery of information 
stored in Center IT systems


Storage of Working Files
•Active information associated with the ongoing collaboration within 
programs or projects
•Other finite-term data storage supporting distributed, organizational 
computing systems


Preservation of Information:


Stewardship by a persistent/institutional 
organization to maintain the information 
even after the information creator is gone


– Archival of unpublished 
program/project information to 
be retained, often for long 
periods of time, and accessible 
for the Center’s reuse
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CSS Core Architecture
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CSS Functional Architecture


Disk Cache
Sun 6540 / Pillar Axiom 600


200TB Capacity


Oracle SL8500 Tape Library
10 T10K-A, 16 T10K-B, 8 T10K-C


Bacula Systems
Enterprise Bacula


Disk Cache
Sun 6540 / Pillar Axiom 600


200TB Capacity


DSpace EARS, FTP, sftp


Langley
Data Archive


File Systems, Cluster Access
Data Acquisition
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Current Statistics and Graphs


• User, Client, Storage Utilization:
• 650 Registered Users
• 500 Client Machines (not all client machines send and retrieve data 


daily)
• 3 Petabytes of Data Stores (54% Backup; 46% Working files & long-


term storage)
• 30 Million Files (1% Backup and 99% Working files & long-term 


storage)
• Daily Traffic


• Transfers to/from CSS:   10,000-750,000 files
• Daily Data Volume (i.e., Daily Traffic):  15-30 Terabytes
• Data Volume/Transfer:  1 Byte - 10 Terabytes
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Central Storage Growth Trends by Service
2010 - 2014


NOTES: 
– Back Ups- Retention Polices helped to manage the growth; % Growth 


by OCIO is significant from 2013 – 2014
– Storage/Archival growth seems steady and good indicator of mission 


use, especially RD
– Mid-term – major clean up by IT Security in 2102 helped; now 


growing with change of retention duration. 125







Central Storage Capacity


• Current Tape Capacity: 5 PBs as of  October 2014
• Using primarily 1TB tapes; Starting to integrate 5 TB drives/tapes; 


~10% of the tapes in the silo are 5 TB tapes now 
• Current Use


• Being used is 3.2 PBs of 5 PB available (as of September 2014)
• Potential Tape Capacity 


• ~Investment to migrate to all 5 TB tapes/drives = $2M (~20PBs) 
• ~Investment to migrate to 8.5 TB drives = ~$1.7M (~20PBs) (~34PBs is 


maximum possible capacity with 8.5 TB Tapes/drives)
• Decision between 5TB and 8.5TB has to be made


• Current Disk Capacity: 200TB (Potential disk capacity is unlimited)
• ~200 TBs With roughly 70% being used now 
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CSS Planned Actions


• Strategy and Policies:
– Develop OCIO Data Storage and Management Plan
– Present to IT Steering Board and communicate to Center
– Develop Center policies


• Enhance User Access and Services:
– Web based data ingest/retrieval
– Collaboration and file mount with GPFS or Luster
– Improve user education and awareness


• Implement/Augment Key Data Services
– Data Collaboration
– Data Ingest Improvements
– Data Storage – Project Folder structure
– Data Archival/LDA
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CSS Archival Solution


hp StorageWorks
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CSS Support Team Requirements


Services:
• Provide 24x7 production operation and 8x5 user 


interface for access control and user communication
• Interface with other IT services as a user and service 


provider
• Develop user application and system tools
• Maintain a test system for testing hardware and 


software upgrades and running prototype new 
features


• Provide and test a disaster recovery plan and provide 
necessary services for LaRC to execute it successfully


• Plan, develop, and execute the integration of a new 
system for production use and provide user-
transparent transition of data required through media 
aging and technology refresh


• Participate in related technical society and user forums 
activities


• Address new requirements with competence by 
staying abreast of rapidly changing mass storage 
technologies


• Provide system administration support for the archival 
of Center’s mission data


Skills:


• Expertise in the following:
• AIX, Solaris, Red hat, Linux, SUSE 


administration
• HPSS administration
• Bacula (Backup) administration
• Hardware maintenance
• Fibre Channel and Ethernet
• Software development in C, Perl, Tcl/Tk, and 


Java
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OCIO Data Center


Debra Washington, OCIO Data Center (ODC) Team Lead
Debi Hurst - OCIO Data Center (ODC) Task Lead
Bill von Ofenheim - ODC Technical Lead







Data Center Services
Virtualized servers
Database development and operational support
Windows file shares with encryption option
File backups and restore
 Internal and DMZ networking
System Security Plan that adheres to Federal, NASA, and 


LaRC security directives
Power with UPS and backup generator
Monitored environmental controls
Physical security
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ODC Data Center Floor Plan 132







OCIO Data Center Room Details


 The OCIO Data Center (ODC) servers are physically located 
in Room 2205, Building 1268B
 1747 square feet; ODC servers occupy the first row and can 


expand to the second if needed
 Maximum capacity of 42 racks; currently using 24 IT racks
 Card Key for physical access 
 Diesel Generator backup
 HVAC includes both split air and chilled water units 
 Locking racks with metered PDUs
 Overhead cable trays for network and power cables
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Virtualization Stack


Operating Systems:
Redhat 5, 6, Ubuntu 10, 12, 14
Windows 2008 R2; updating to Windows 
2012 R2


Virtualization Technologies:
Vmware – Linux only
Hyper-v – Windows only


Storage Area Network:
RAID Inc. Xanadu 230 
Total available storage:  176TBs
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System Administrator 
Responsibilities


 Install, configure and maintain physical hardware 
(location, power, network)
 Install, configure and maintain operating systems, 


hypervisor and system applications (e.g. apache, open 
ssl, php, perl)
 Create , configure and maintain virtual servers
 Monitor performance and security
 Request vulnerability scan, review results, and revise 


configuration, as required
 Restore data and systems as required
 Configure host-based firewalls
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System Administrator 
Responsibilities, Cont’d


 Create and maintain web sites including:
 Provide website migration assistance
 Install and maintain web site certificates
 Provide assistance configuring e-authentication
 Migrate websites between Development, SAT and Production 


environments
 Troubleshoot web site problems and work with Customer to 


resolve issues
 Maintain server logs for inclusion into web analytics tool
 Document all processes in ODC wiki (TWiki)
 Store task related documents in document management 


system (NX)
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• Training
• SATERN – agency training tool: IT Security Awareness Training is a 


requirement of all civil and contractor personnel Ensuring Langley personnel 
complete ITS Awareness training 


• Information System Security Authorization (ISSA) 
• Support CISO with implementing, National Institute of Standards and 


Technology Special Publication 800-xx series and NPR 2810.1A Security of 
Information Technology


• Support CISO using the following tools:
• RSAM – POAM, inventory, risk acceptance, 
• Information Technology Security Center (ITSC) - agency security plan 


repository 
• Assessments


• Conducting center assessments in accordance with:
• National Institute of Standards and Technology Special Publication 800-


xx series
• ITS-HBK-2810.02-04A Security Assessment & Authorization: 


Continuous Monitoring
• Continuous Monitoring


• Foreign National Monitoring
• Vulnerability Migration 


• Monitor Critical & Highs vulnerabilities


Compliance
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NASA Langley Research Centerwww.nasa.gov IT Infrastructure Branch - Office of the Chief Information Officer


• Scanning 
• Performs scanning at the services and platform level using 


automated toolsets such as Tenable Security Center 
(Nessus) and Foundstone for input into risk mitigation tools.


• Penetration Testing
• Conducts manual penetration testing to assess the overall 


security posture of targeted networks.
• Gauges an organization’s susceptibility to cybersecurity 


risks.
• Researches and develops novel ways to penetrate existing 


network security systems.


• Rogue AP Mitigation and War-Driving 
• Monitor wireless threats acting across the LaRC campus.
• Physically remove detected rogue access points.


• Web Application Testing
• Perform review of internal and external audits of web 


applications for vulnerabilities.


Red Team
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Blue Team
• Intrusion Detection/Prevention


• Monitor and maintain IDS logs and other system logs in order to identify possible 
events/incidents


• Incident Response
• Work security incidents/investigations through live response and forensics to 


ensure NASA data is protected
• Assist requesting authority for TCED requests when necessary


• May include reports and investigations


• Proxy
• Review proxy requests for security concerns
• Work with NICS proxy team to allow/block accesses to websites in accordance 


with incidents or customer requests


• Firewall Rule Requests
• Validate and review requested firewall rules for security concerns or 


misconfigurations


• System Administration of Blue Team related devices
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Activities


• Outreach
• Attend Agency sponsored Workgroups and Telecons.
• Support CISO by participating in various organizational meetings.  
• Assists agency/center customers with various ITS services including 


hands-on-training, IT security incidents, and miscellaneous IT 
security questions


• Develop and maintain IT Security Website.
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Questions ?
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Additional Slides
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Outline


• Vision
• Challenges/Goals







NASA LaRC OCFO VISION


We strive to be recognized as world-class 
business leaders providing services and 
capabilities that transform complex data into 
practical and meaningful knowledge.


TURN DATA INTO INFORMATION







Challenges/Goals


• PWS II Section 6.7 
• Accountants/Analysts


– Traditional skills with software
– Manage and sift through large amounts of 


data
– Need ability to pull data from multiple sources 


to perform analysis – quickly
– Utilize Microsoft Office


• Excel
• Visual Basic for Applications







Challenges/Goals


• Predictive analytics
• Revise business processes and 


modify/implement tools to gain more 
efficiency


• Collaboration tools
• Support multiple hardware platforms
• Being quick to adopt right solutions







• Gather in the grand hallway (outside Pearl Young)


• Check sign-up sheets for the time that your tour will start


• We will provide tour guides from this building to building 
1268


– ATOL/ATOS Ed Scearce & Mike Palmer
– OCIO Data Center Debi Hurst
– CSS Kay Costulis


Tours







Lunch
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