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1 
INTRODUCTION
1.1 Background
NASA currently has approximately 14,000 servers spread across 75 data centers.  This contract will incrementally consolidate these servers and transform NASA’s data center infrastructure. The goal is a NEDC model consisting of at least two centralized facilities augmented by smaller facilities at each of the major NASA installations.  NASA intends to implement ITIL v3 and take advantage of industry best practices through this contract.  The NEDC represents one of five contracts being procured through the I3P program.  The Kennedy Space Center will be the lead Center for this procurement.

The NASA Enterprise Data Center (NEDC) contract will provide data center hosting services, housing services, and management and operations.
The IT Infrastructure Integration Program (I3P) Introduction and Overview is documented in Section J, Attachment 3, “Cross Functional Performance Work Statement (CF-PWS),” Section 1, “Overview of I3P Acquisitions.”
1.2 NEDC Objectives 

a. Transform the enterprise, moving from stove-piped systems with limited interoperability and replace it with an enterprise system which is secure, flexible, and consolidated.
b. Implement an enterprise data center management approach to improve security, computing capability and efficiency in order to reduce operational costs of its various data centers and services.
c. Consolidate data centers and NASA data.

d. Maximize the use of commercial outsourced data center services.
e. Provide standardized services, processes and equipment to achieve economies-of-scale.
f. Enhance disaster recovery of NASA data and information to ensure continuity of operations.
g. Provide for systems modernization, implementation of upgrades and infusion of new technology.
h. Reduce carbon footprint and energy consumption of NASA data center operations.

i. Provide consistent provisioning of data center services and improve levels of service throughout the NASA community.
j. Establish and maintain a real-time asset and Configuration Management Database (CMDB).
k. Migrate applications seamlessly and with no application performance impacts from the “as-is” architecture to an optimized “to-be” architecture.
1.3 Scope

The NEDC contract is being established to fulfill the requirement of providing information technology data center services to support NASA’s institution and programs.  The NEDC will provide a mechanism for consolidation and transformation of data centers services both at the NASA installation level and Agency-wide to reduce duplicative cost, improve quality of services, implement consistent operation procedures and processes, and provide NASA end-user’s seamless and consistent services to support Mission Success.
1.4 Government Retained Authorities

The I3P program will be managed by the NASA Agency Office of the Chief Information Office through the Service Management Office (SMO) and Service Integration Manager (SIM).  The NASA NEDC Project Manager (NEDC PM) is directly accountable to the I3P Service Management Office (SMO) and the I3P Service Integration Manager (SIM).  Responsibilities of the NASA NEDC Project Management Office (PMO) are to ensure Contractor compliance with the terms and conditions of the contract, implement and ensure compliance with Agency required architectures, directives, procedures, and standards, and interoperability and compatibility across the Agency. Day to day management of the NEDC contract will be carried out by the Contracting Officer (CO) and Contracting Officer’s Technical Representative (COTR). In support of the COTR’s responsibilities, technical points of contact will be identified to provide Center and local facility level oversight.

2 Contract Management

The Contractor is responsible for overall effective customer-focused management of the contract requirements that results in consistently high-quality services, products, and deliverables. 

The Contractor shall provide contract management services, including program management; financial management; logistics; contract administration; security management; safety, health, and environmental management; quality assurance; and all integration with other I3P contractors, NASA Customers, and other NASA Contractors to deliver NEDC services. 

The Contractor shall submit a Weekly Status Reports (DRD-CM2.0-01) to include status of all contract activity.  The Contractor shall conduct Quarterly Strategic Planning Reviews (DRD CM2.0-02) to address data center enhancements that have potential to increase efficiency of data center operations without compromising the current environment. These reviews shall include, but are not limited to, software and hardware upgrades, system consolidation, facility enhancement, performance and monitoring tools, and new technologies. The Contractor shall conduct a Semi-annual Technology Report (DRD CM2.0-03) to assure that the NEDC technology is evolving with user requirements.

The Contractor shall manage all task orders under CLINs 1, 2, and 3 in close coordination with NASA.  The Contractor shall coordinate all technical work and provide status briefings to the Contracting Officer’s Technical Representative (COTR) by telephone, face to face meetings, and/or other electronic means for ongoing work activities and task orders. All contractual issues shall be coordinated with the Contracting Officer and the COTR.  The Contractor shall deliver all reports and documentation in accordance with Section J, Attachment 2, NEDC Contract Data Requirements List. The Contractor shall provide the CO and COTR on-line access to all status reports, minutes from weekly coordination meetings and other data as required elsewhere in this PWS. 

2.1 Program/Project Management

The Contractor shall provide, implement and maintain a project Management Plan (DRD PM2.1-01), which describes the overall management system and organization for accomplishing contract requirements.  The Contractor shall conduct a monthly NEDC Project Management Review (DRD PM2.1-02) that addresses, at a minimum, all schedule and performance status, issues and concerns, Service Level Agreement (SLA) accomplishments, and status of all on-going task orders.  The Contractor shall manage cost, schedule, risk, and technical performance of all NEDC services, functions, and tasks. The Contractor shall utilize the Information Technology Infrastructure Library framework (ITIL) v3 for the purposes of establishing a common terminology, implementing comprehensive and efficient processes and providing robust services and operations.

The Contractor shall adhere to NPR 2800.1B, “Managing Information Technology,” and shall follow NASA information technology policies. The Contractor shall implement IT procedures and requirements that are aligned with NASA’s Strategic Plan and integrated with its strategic management process. The Contractor shall support the NEDC PMO when presenting issues and resolutions to the OCIO or other Agency organizations.
The Contractor shall adhere to NPR 2830.1, NASA Enterprise Architecture Procedures.  The Contractor shall work with the NEDC PMO to meet NASA enterprise architecture (EA) goals and objectives.  The Contractor shall make recommendations to the NASA PMO for changes to the NASA EA.
The Contractor shall provide the NASA PMO and NEDC Customers access to service performance information via a single web-based portal that provides a customizable, role based home page.  The portal shall provide the ability to search query and download information. The type of information required includes:

a. SLA performance measures,
b. Contract business metrics data (e.g. monthly invoices, asset transition value),
c. Project tracking, status and approval information,
d. Quality metrics (e.g., percent on-time projects, customer satisfaction),
e. Issues/management/tracking tools,
f. Incident and Problem status,
g. Links to other technical information (e.g. CMDB, Technical Document Library),
h. Broadcast news and alert information,
i. FAQs,
j. Points of contact information,
k. Action item status,
l. Escalation protocols, procedures and processes,
m. Identified risks associated with data center services,
n. System status (e.g., bandwidth usage, performance, capacity, availability etc.),
o. Workflow information, and
p. Contractor and NASA application status.
The portal shall also integrate with the Contractor provided IT Service Management (ITSM) system and integrates with the Contractor financial systems.
2.2 Financial Management 

The Contractor shall perform all business and financial functions necessary to fulfill the requirements of this contract and integrate these functions across all areas of performance. 

In performing these functions, the Contractor shall:

a. Implement and maintain a financial management system that interfaces with the Enterprise Service Desk ordering system and allows for invoice reconciliation;
b. Submit monthly invoices in accordance with Clause G.2 of this contract, SUBMISSION OF VOUCHERS FOR PAYMENT; and
c. Electronically submit a detailed Annual Financial Report (DRD FM2.2-01).
2.3 Logistics

For all government furnished property, the Contractor shall provide logistics management functions including property management, inventory management, and receiving and inspection.
2.3.1 Property/Inventory Management

The Contractor shall adhere to the property management requirements in NPR 4200.1F, “Equipment Management Procedural Requirements,” for all government furnished property.
In performance of these functions, the Contractor shall:

a. Provide, implement, and maintain a Government Property Management Plan (DRD PM 2.3.1-01).
b. Assume the current inventory of property listed in Section J, Attachment 13, “Government Furnished Property,” and provide property management of these items;
c. Utilize the NASA N-PROP system to track and manage property and equipment. In addition, the Contractor shall provide and maintain an asset management tool for items not required to be tracked via N-PROP, and provide on-line access to the system to the CO, COTR and the government property manager at NASA installations;
d. Identify excess and obsolete out-of-service Government-provided assets, and initiate disposal in accordance with NPR 4300.1A;
e. Ensure that all items removed from service have all data removed prior to excess in accordance with NPR 2810.1A, “Security of Information Technology”;
f. Utilize the existing property tags permanently affixed to all existing assets. Utilize Government-provided NASA Equipment Control Number (ECN) tags and decals when acquiring equipment for the Government or transferring title to the Government;
g. Submit Government Owned Capital Assets Report (DRD-PM2.3.1-02) for Contractor held capital assets.  The Contractor shall electronically submit the report to the NASA Property Accountant; and
h. Submit the Asset Transition Value Report (DRD-PM2.3.1-03) for contractor owned contractor held capital asset transitions values.  The Contractor shall electronically submit the monthly report capturing the description, acquisition cost, depreciation approach, and current net book value. 
2.3.2 Shipping/Receiving/Inspection Services

The Contractor shall adhere to NASA center-specific policies and procedures when shipping or receiving NEDC hardware, software, and other associated equipment to be used at the associated NASA Center.  The Contractor shall also utilize the Center-provided storage facilities for storage of any of these NEDC components. The Contractor shall provide all necessary storage facilities for their outsourced data center and shall ensure that such facilities provide adequate protection of all items to which the Government has or will obtain title.

2.4 Facilities Management and Services on NASA Installations
The Contractor shall manage the use of assigned NASA facilities in accordance with DRD-PM2.1-02.  
The Contractor shall:

a. Maintain documentation as a basis for requesting and recommending additional space and reallocation of assigned space or interior partitions;
b. Maintain floor plans of all assigned facilities to reflect the location of furniture, equipment, telephones, environmental systems and electrical services in equipment areas;
c. Maintain continuous records of changes or movements of equipment, furniture, and telephones to ensure that accountability requirements for all equipment and systems are met;  

d. Maintain continuous records of changes or movements of personnel providing this information on-line to NASA Center personnel as designated by COTR;
e. Maintain location information including number of personnel by location, square footage, and associated lease and maintenance costs;
f. Review and assess Facilities Office planning activities for impact on NEDC systems and provide comments to designs and shop drawings;
g. Plan for future facility requirements or expected changes in personnel and equipment locations;
h. Support facility modifications to accommodate personnel space change requirements and new equipment at specified locations scheduling this activity to minimize disruption of daily operations;
i. Obtain approval from the cognizant NASA Center Facilities Offices before performing any facilities activities at a NASA installation; 

j. Track in the NASA Center provided automated system, the schedule and status information for facilities work requests and facilities projects that affect IT service delivery and provide access to NASA center personnel as designated by the COTR; and
k. Define and document environmental requirements to accommodate equipment.

2.5 Outsourced Data Center
The Contractor shall provide hosting services from Contractor provided outsourced data centers that meet TIA-942 TIER 3 standards and ensure compliance with all service level agreements for NASA ordered services under this contract.
The Contractor shall maintain adequate bandwidth at all times between outsourced data centers and NASA customers. The Contractor shall provide end to end service performance of interconnections with the NASA network that meet or exceed the bandwidth necessary to satisfy the application performance required in SLAs. The location of the outsourced data center must support a maximum latency of 10 milliseconds between the outsourced data center and a NASA Carrier Independent Exchange Facility (CIEF).
The Contractor shall provide dual path connectivity between the Contractor’s outsourced data centers and NASA CIEFs.
2.6 Safety, Health, and Environmental Management
The Contractor shall implement, maintain and perform all Safety, Health, and Environmental functions in accordance with Section J, Attachment 19, “The Safety, Health, and Environmental Management Plan” and the NASA FAR Supplement (NFS) 1852.223-70, “Safety and Health.” The Contractor shall establish and implement an industrial safety, occupational health, and environmental program that (a) prevents employee fatalities, (b) reduces the number of Safety, Health, and Environmental incidents, (c) reduces the severity of employee injuries and illnesses, and (d) protects property, equipment, and the environment through the ongoing planning, implementation, integration, and management control of these programs.
For each NASA Center and facility where work will be performed, the Contractor shall work closely with NASA to coordinate with each Center and facility’s Safety and Mission Assurance Directorate/Office to ensure compliance with that Center and facility’s specific safety, health, and environmental requirements. The Contractor shall submit mishaps and safety statistics reports directly to the NASA Incident Reporting Information System (IRIS) or use Center-specific forms provided by each Center and facility’s Safety and Mission Assurance Directorate/Office, or their electronic equivalent, to report mishaps and related information required to produce the safety metrics.

The Contractor shall ensure that all work, including that which may require exposure to asbestos, is performed in accordance with all Federal, State, Local, NASA Center and facility-specific safety, health, environment, and fire protection/prevention regulations and procedures, and is performed by personnel trained for such activities. The Contractor shall also provide safety and protective equipment (e.g. asbestos protection clothing and respiratory protection) as required.

2.7 Quality Assurance and Management
The Contractor shall prepare and maintain a Quality Assurance Program Plan (DRD QA2.7-01) in accordance with Section J, Attachment 20. The Contractor shall include its detailed quality control as part of its Quality Assurance Management plan.
2.8 Configuration Management

The Contractor shall prepare, implement, and maintain a Configuration Management Plan (DRD CM2.8-01).  The Contractor shall prepare, implement, and maintain an I3P Service Asset and Configuration Management (SACM) Plan (DRD CF-03).
The Contractor shall develop and deploy a system to manage the end to end configuration of assigned network systems.  The system shall contain a minimum set of information about the physical configuration of the networks including wall plate number, communications room patches, circuit number, switch, port, hub and/or router number, building number, and room number(s) of wall plates and network devices.  The system shall also contain a minimum set of information about the logical configuration of the network including IP address, hardware and/or machine addresses, Virtual LAN (VLAN) data, speed and duplex information.  The system shall be capable of retaining historical data on-line for a period of not less than one year.  Historical data older than one year shall be archived off-line and be capable of being retrieved within 72 hours when requested.

The Contractor shall maintain the system to manage the end to end configuration of assigned network systems described in item above and ensure that the stored configuration information accurately reflects the current system configuration.  Verification shall be by means of an automated tool where possible.

The Contractor shall:

a. Maintain and update information systems architectures in accordance with the I3P Service Asset and Configuration Management (SACM) Plan (DRD CF-03). 

b. Provide an online configuration management capability to document technical configurations, diagrams, architectures and procedures.

c. Provide electronic and hardcopies of network and facilities drawings.

d. Utilize applicable Government standards for generating and maintaining documentation and create a records retention plan in accordance with NPD 1440.6.

e. Provide documentation support for service definition, project management, service implementation, and service management.  The activity shall include retaining and maintaining support documentation, controlling the documentation, and maintaining a document control list, naming convention, and storage control system.  

f. Maintain an initial set of documentation and drawings that were generated under previous contracts related to the work described in this PWS.

g. Retain and maintain all configuration management documentation and drawings generated under this contract.

2.9 Risk Management

The Contractor shall establish, update, and implement a Continuous Risk Management Plan (DRD RM2.9-01) in accordance with NASA Procedural Requirements NPR 8000.4, “Risk Management Procedural Requirements.” The Risk Management Plan shall provide an organized, systematic decision making process, including the criteria, methods, and procedures for effectively managing risks related to this contract.

2.10 Tier 2 & 3 Customer Support Capability
The Contractor shall deliver all data center services and provide Tier 2 and Tier 3 Service desk capability that is compatible with the I3P Enterprise Service Desk (ESD) in accordance with this PWS and the CF-PWS. The Contractor shall provide an interface to the ESD for purposes of accepting incidents, reporting status, and closure of incidents.  
The Contractor shall provide a Customer Support Capability to receive, track, manage and resolve customer service request, incidents and problems at levels Tier 2 and 3 for NEDC services in PWS, Section 4.  Tier 0 & 1 services will be provided and delivered by the NASA Enterprise Service Desk (ESD) as described in the CF-PWS. The Contractor shall integrate their Customer Support Capability with the NASA Tier 0 & 1 ESD. In performance of this requirement the Contractor shall:

a. Operate an NEDC Customer Support Capability 24 x 7;
b. Work cooperatively with other I3P contract and Center help desks to resolve data center problems regardless of the initial determination or origin of the problem;
c. Receive incident reports and promptly effect resolution in accordance with SLAs;
d. Operate and maintain an on-line status system to query, update, and display information related to incidents and resolutions;
e. Provide feedback regarding incident resolution as requested by the customer;
f. Perform incident reporting and tracking;
g. Provide reports of status, summaries, and statistics (DRD PM2.1-02);
h. Verify resolution with the customer and the Tier 1 ESD prior to closing an incident;
i. Provide user notification of outages and activities; and
j. Upon resolution of an incident, provide notification to the customer and the Tier 1 ESD and provide written information regarding the reason for the incident, corrective actions taken, and relevant information for any follow-on action.

The Contractor shall integrate their Tier 2 and Tier 3 incident management system with the NASA I3P Tier 1 & 0 ESD which will employ a Remedy 7.X system which will support email notification and electronic approval functionality to facilitate passing and receipt of service request and incident tickets. The Contractor system shall be used for managing work flow for system issue resolution, system enhancements, and new project implementations.
2.11 Integration with Services Provided by Other Contracts
2.11.1 Agency Consolidated End-user Services (ACES).
Via the ACES contract NASA will:

a. Provide Desktop workstations, laptops, and associated end user services (e.g. e-mail) for NEDC Contractor personnel located on-site at a NASA Facility and/or directly connected to a NASA network.
b. Provide Active Directory Services (NASA Consolidated Active Directory).
The Contractor shall integrate the NASA Active Directory services into the NEDC services and infrastructure.
2.11.2 NASA Integrated Communications Services (NICS).
Via the NICS contract NASA will provide all data center network services at all on-site data centers. The NICS Contractor will retain full configuration control of the provided network devices. The NEDC Contractor will be granted roles-based configuration authority to configure data center network devices sufficient to allow efficient provisioning and trouble shooting of data center services.
2.11.3 Enterprise Applications Service Technologies (EAST)

Via the EAST contract NASA will provide Lightweight Directory Access Protocol (LDAP) directory services through the EAST contract.
The Contractor shall use and integrate the NASA LDAP directory into NEDC services and infrastructure.
2.11.4 Other Contract Integration Points.
The Contractor shall establish interface agreements with other Agency and Center/Facility contractors as required by specific task orders under CLIN 1. 
2.12 Contract Administration

In performance of contract administration functions, the Contractor shall:

a. Provide primary and secondary points of contact with contractual obligation authority to perform all contract administration functions and activities required for this contract in accordance with DRD CA2.12-01, These points of contact shall have access to all contract administration data and information related to contract performance;
b. Provide and maintain a list of Contractor employees that have been issued NASA badges or remote IT access in the Contractor Badged Employees and Remote IT User List (DRD CA2.12-01);
c. Provide and maintain a list of all Contractor and subcontractor employees that have access to NASA data and NASA systems per location in accordance with DRD CA2.12-02.);
d. Maintain a set of documentation and drawings generated under previous contracts related to the work described in this PWS. This documentation shall include all documentation (e.g. as-built drawings, procedures, service delivery standards, SLAs, system configurations, floor plans, schematics, etc.).  Prepare and maintain a Documentation Tree that categorizes, lists, and describes all such documentation;
e. Prepare and submit an Organizational Conflict of Interest Mitigation Plan (DRD CA2.12-0.3); and
f. Prepare and submit Quarterly Headcount Report (DRD CA2.12-0.4).
2.13 Technology Infusion

The Contractor shall perform technology assessment and conduct market research to identify new technologies that improve data center services and capabilities.  Results shall be presented in accordance with DRD CM2.0-03. 
2.14 Contract Phase-Out

The Contractor shall support the successor contractor during the NEDC contract phase-out period at no additional cost. This support includes management and technical services necessary to transition all property, as identified in the contract schedule, to the successor contractor. The phase-out activity shall be supported and occur simultaneously with the last 120 days of the NEDC contract.  The Contractor shall provide the successor contractor(s) all information necessary for transition of responsibility to the successor contractor, including but not limited to: all data center asset configurations for all applications, support of migration of applications and data, and all necessary insight into data center application support (e.g. interfaces, dependencies, and maintenance requirements).
2.15 Records Management 

The Contractor is responsible for managing and maintaining all Government owned, Contractor held records, including legacy Federal records (data created for Government use and delivered to, or falling under the legal control of, the Government) inherited from the predecessor contractors. These responsibilities include providing Government representatives access to all Contractor-held Government records, and delivering all Government owned data to NASA at the completion or termination of this contract. 

In performance of this contract, the Contractor shall: 

a. Develop, maintain, and implement a Records Management plan (DRD RM2.15-01) including an annual “Summary of Record Holdings and Transfers”;   

b. Manage legacy Federal records (data created for Government use and delivered to, or falling under the legal control of, the Government) inherited from previous contracts; 

c. Leave all Government owned data at the NASA Center or its Component Facility at the completion or termination of this contract and deliver Government owned data to the Center Records Manager; 

d. Provide NASA or authorized representative access to all Government records. The Government reserves the right to inspect, audit, and copy record holdings; and
e. Provide all data required by this section in an electronic format that is usable by the Government and provide all software necessary for use of the data in electronic format with unlimited Government use rights in accordance with FAR 52.227-14.

2.16 System and Environment Freeze Management

Due to critical operations, there will be times when the Contractor shall be required to cease system and environment changes to specific systems.  If changes are required during this time, the Contractor shall coordinate and obtain written approval from the appropriate NASA personnel.  

These restrictions may require the Contractor to adjust their schedule for performing routine services (e.g., preventive maintenance, conducting outages, and implementing software and/or hardware configuration changes); however, service levels shall be maintained and corrective maintenance performed as required. These restrictions, regardless of duration and frequency, will not entitle the Contractor to any price adjustment. Each NASA facility will have unique mission freeze requirements; the Contractor shall coordinate outages at each NASA Center/Facility. The Contractor shall coordinate access, when necessary (e.g. corrective maintenance), to the affected systems and areas with the Subject Matter Expert (SME). The Government will notify the Contractor no less than 3 business days prior to the freeze. The Contractor shall be responsible for tracking the mission freeze requirements and reporting the occurrences and duration to the SME.
2.17 IT Security 

The Contractor shall comply with all requirements of Section 6.0 of the CF-PWS.
2.18 Physical Security

The Contractor shall establish a formal physical and environmental protection program of fundamental requirements for data center facility and IT resources through the implementation of specific security controls. The protection program shall provide at a minimum the following requirements.
The Contractor shall:
a. Establish a formal process to authorize physical access to the data center facility and IT resources;
b. Provide appropriate authorization credentials for personnel with authorized physical access to the data center facility;
c. Approve and annually review by the appropriate management all personnel with authorized physical access to any NEDC data center facility;
d. Remove all personnel from the appropriate physical access lists no longer requiring physical access to NEDC data center facilities;
e. Deny unauthorized personnel physical access to data center critical system and IT resources;
f. Establish and use controls to detect data center facility physical incidents including unauthorized physical access to data center IT resources;
g. Establish and use a formal physical security incident response capability;
h. Appropriately protect data center facility power and environmental equipment from damage and destruction;
i. Provide for labeled master control switches that disconnect power to all electronic equipment located at each principal exit and, protected from accidental and unauthorized activation;
j. Provide for emergency lighting that will be available in the event of a power outage or disruption;
k. Provide for fire detection devices that will provide notification in the event of a fire;
l. Provide for Smoke detection devices that will provide notification in the event of smoke;
m. Provide for Fire suppression devices will activate in the event of a fire;
n. If raised flooring used in the data center facility, provide for under floor drains;
o. If raised flooring used in the data center facility, provide for under floor water detectors that will provide notification in the event of a leak; and
p. When alternate data center facility work site capabilities are used, require all users of the alternate work site capabilities to comply with applicable data center facility IT security policies, procedures and controls.


3 Transition / Transformative Optimization
The Contractor shall transform and optimize NASA’s legacy data center infrastructure in coordination with NASA, NEDC Project Office, NASA Application Customers, and other Third Parties. Over the term of this contract, the Contractor shall provide an optimized data center (“to-be”) architecture that meets NASA’s service level requirements and the objectives identified in Section 1 of the PWS.

The Contractor shall comply with NPR 7120.7, “Information Technology Program and Project Requirements” as tailored in this section of the Performance Work Statement. 

During the period of performance of this contract, the NASA CO will add data center content to the contract via task orders. NASA will add this content in waves as incumbent contract support ends and/or due to NASA business and technical decisions. The Contractor shall treat each wave as a project per NPR 7120.7.  Each wave project shall consist of distinct phases.  
Phase A encompasses all activities required to document the “as-is” architecture, establish feasibility and formulate a high level “to-be” architecture. Phase B encompasses all activities required to develop and document the Project Plan, preliminary designs and identify all necessary technologies. Phase C encompasses all activities necessary to develop and document the final designs that meet the detailed requirements. Phase D builds, assembles and tests “to-be” systems. Phase E encompasses all activities necessary to deploy, operate and maintain and continuously improve the NASA Enterprise Data Center “to-be” state. 

The five phases and their associated Contract Line Item are as follows:

Phase A – Discovery and Assessment of “As-is”, Formulation of “To-be” (CLIN 2)

Phase B – Preliminary Design and Technology Completion of “To-be” (CLIN 2)

Phase C – Final Design of “To-be” (CLIN 2)

Phase D – Build/Assemble and Test “To-be” (CLIN 3)

Phase E – Deploy, Operate, Maintain, Continuously Improve “To-be” (CLIN 1)

3.1 Phase A – Discovery and Assessment of “As-is”, Formulation of “To-be”
As NASA identifies work content, the contracting officer will authorize the Contractor by issuing a Phase A task order. The purpose of this phase is twofold. 

The first is to discover, document and assess the “as-is” environment, establish the feasibility of, and formulate the high level strategy for, transforming and optimizing the data center environment content from the “as-is” state to a “to-be” state.

 The second purpose is to prepare the Contractor for “walk-in-and-take-over”. The Contractor shall take over the operation of the “as-is” environment and provide all data center services meeting service level agreements and customer data center requirements in accordance with section 4 of this PWS.  The Contractor shall operate and maintain all transition work content through transformation into the “to-be” service, including operation of the transformed data center services. It is anticipated that during the period of performance of this contract that future data center content may not require Contractor operation of an “as-is” data center environment prior to transformation. At NASA’s discretion the Contractor shall operate and maintain the “as-is” data center environment.

During Phase A, the Contractor shall fully discover, assess, document and deliver the “as-is” environment; develop and deliver the preliminary concepts of the “to-be” environment; and develop the operational approach of the “to-be” environment. In addition, the Contractor shall finalize system concepts and the project-level requirements. These deliverable documents shall be presented by the Contractor to the NASA NEDC Project Office and then at the System Requirements Review in accordance with Appendix G of NPR 7120.7. This phase culminates with NASA acceptance and approval of both the Systems Requirements Review and the Contractor’s delivery of collateral materials.
The Contractor shall interface, interact, and work with NASA, Customers, Stakeholders, and Third Parties to perform discovery of the As–Is wave content in the associated wave.

The Contractor shall identify and maintain configuration items of Product Information, Product Structure, Product Identifiers (Identifying Individual Units of a Product and Identifying Groups of Units of a Product), Document Identification, Baselines, Product Identification Recovery and Interface Control for the following items in the NEDC Configuration Management Database (CMDB).

The Contractor shall:

a. Identify and baseline all “as-is” work agreements;
b. Perform a hardware and software inventory;
c. Identify software licenses and maintenance warrantees;
d. Collect available application information, including application stakeholders, operating systems, application software, storage, service level requirements;
e. Identify application, functional and system interfaces;
f. Assess power consumption of all Wave content assets;
g. Identify all existing MOUs/OLAs/SLAs (or other agreements) associated with the wave content;
h. Review system security plans and perform a preliminary IT security risk assessment of the systems in accordance with NPR 2810.1A, “Security of Information Technology”;

i. Identify the IT security controls that apply to the system in accordance with NPR 2810.1A;

j. Identify IT Security Plan information including security categorization (Low, Moderate, High, ITAR, etc.);
k. Collect any other information needed to fully document the “as-is” architectures and as a necessary prerequisite to develop the “to-be” system concepts;

l. Populate and deliver a Resource Baseline for the operation of the “as-is” environment;

m. Determine if the system data includes personally identifiable information and thus requires privacy protection in conformance with statutes governing privacy information and enabling Agency policy; and
n. Identify the records retention for all information related to the project and to be hosted on the system in accordance with the requirements of NPR 1441.1, “Records Retention Schedules.”
The Contractor shall interface, interact, and work with NASA, Customers, Stakeholders, and Third Parties to perform formulation of the high level strategy for, transforming and optimizing the data center environment content from the “as-is” state to a “to-be” state.

The Contractor shall:
o. Deliver the Preliminary Wave project requirements;
p. Conduct an assessment of how the system fits into NASA's Enterprise Architecture and how the system interfaces with, replaces, and/or supports other systems documented in the NASA Enterprise Architecture;
q. Establish the project structure per Section 1.4 of Appendix F of NPR 7120.7;

r. Identify the need for NASA to develop Memorandums of Understanding (MOUs)/Memorandums of Agreement (MOAs) with domestic external partners, and to initiate international agreements as needed;

s. Complete and deliver an Analysis of Alternatives and recommend a preferred, baseline system concept;

t. Develop and deliver a preliminary system concept of operations;

u. Develop and deliver preliminary system-level (and lower-level, as needed) requirements;

v. Provide and name a Contractor Information System Security representative to assist the team in identifying IT security issues with candidate systems;

w. Review and provide a preliminary assessment of the security categorization of the information to be hosted on the “to-be” system, as required by NPR 2810.1A, “Security of Information Technology”, and determine the IT security controls that apply to the system in accordance with NPR 2810.1A;

x. Conduct the Information/System Security Categorization required by NPR 2810.1A;

y. Determine if the system data includes personally identifiable information and thus requires privacy protection in conformance with statutes governing privacy information and enabling Agency policy;
z. Prepare the preliminary software development/management plan if required by NPR 7150.2, “Software Engineering Requirements”;
aa. Identify the records retention for all information related to the project and to be hosted on the system in accordance with the requirements of NPR 1441.1, “Records Retention Schedules”;
ab. Prepare a Preliminary Project Plan following the template in Appendix F of NPR 7120.7;
ac. Develop and document a preliminary integrated baseline for all work to be performed by the project that includes the following:

(1) A preliminary high-level WBS and associated WBS dictionary, preliminary integrated master schedule, preliminary life-cycle cost estimate, workforce estimates, and the project's technical baseline, all consistent with the program and contract requirements levied on the project and the labor categories identified in CLIN 3,
(2) A preliminary cost estimate including IT security costs for Phases A through E,

(3) Reserves with the preliminary cost estimate, along with the level of confidence estimate provided by the reserves based on a cost-risk analysis;
ad. Incorporate life-cycle risk management principles in the Project Plan in accordance with NPR 8000.4, “Risk Management Procedural Requirements”;

ae. Work with NASA and the appropriate Third Parties (i.e. other I3P Contractors) to develop an initial IT infrastructure assessment of project needs and Agency-wide and external capabilities to meet infrastructure needs;

af. Prepare and deliver all work products required for Phase A, listed in the column labeled “KDP-B”, identified in Table 6-2 of NPR 7120.7 prior to the Systems Requirements Review;

ag. Identify and baseline work agreements necessary for Phase B; and
ah. Populate and deliver a Resource Baseline for the operation of the “to-be” state.
3.2 Phase B – Preliminary Design and Technology Completion of “To-be”
During Phase B, the Contractor project team shall complete its preliminary design and technology development. The Contractor shall focus its activities toward completing the Project Plan and Preliminary Design Review. This phase culminates with NASA acceptance and approval of both the Preliminary Design Review (PDR) and the Contractor’s delivery of collateral materials.
After obtaining written NASA authorization to proceed with Phase B, the Contractor shall: 

a. Implement the NASA approved Preliminary Project Plan;

b. Develop the top-level system preliminary technical architecture, identifying the “as-is” and “to-be” architectures as they relate to the NASA Enterprise Architecture;

c. Identify and baseline the system-level requirements and develop the subsystem and lower-level technical requirements leading to the PDR baseline;

d. Develop a set of system and associated subsystem preliminary designs, including interface definitions, and document this work in a preliminary design document;

e. Identify and baseline the concept of operations;

f. Conduct risk analyses and use the results to make IT risk-informed design decisions in accordance with NPR 8000.4, “Risk Management Procedural Requirements”, and document the decisions in the risk management control section of the baseline Project Plan;

g. If applicable, update the preliminary software development/management plan required by NPR 7150.2;

h. Complete and obtain approval of the baseline Project Plan following the template in Appendix F of NPR 7120.7;

i. Develop, document, and maintain a project integrated baseline for all work performed by the project:

(1) Develop, document, and maintain the project's integrated baseline which includes the project WBS and has an associated WBS dictionary,
(2) Develop, document, and maintain the project's integrated baseline which includes the integrated master schedule, baseline cost estimate for the base and option periods, workforce estimates per WBS, and the Preliminary Design Review technical baseline, all consistent with the program requirements levied on the project,

(3) Include IT security costs, and
(4) If applicable, baseline cost estimate is to be time-phased by GFY to WBS Level 2: For internal use software projects, develop the Level 2 WBS to meet the requirements of NASA's FMR Volume 6, Chapter 4, 041206, Accounting, Property Plant and Equipment, Software Policies and Procedures - Capitalization;

j. Prepare and deliver all work products required for Phase B, listed in the column labeled “KDP-C”, identified in Table 6-2 of NPR 7120.7 prior to the Preliminary Design Review; and
k. Plan, prepare, and conduct the Preliminary Design Review in accordance with Appendix G of NPR 7120.7.
3.3 Phase C – Critical Design of “To-be”
During Phase C, the Contractor completes the project design that meets the detailed requirements of the “to-be” architecture.  This phase culminates with NASA acceptance and approval of both the critical design review and the Contractor delivery of collateral materials.

The Contractor shall:

a. Implement the baseline Project Plan approved in Phase B;

b. Develop and deliver the baseline system technical architecture, identifying the “as-is” and “to-be” architectures as they relate to the NASA Enterprise Architecture;

c. Develop and deliver baseline software and hardware architecture and detailed designs, including the design of IT security controls required by NPR 2810.1A, “Security of Information Technology”;

d. Develop and deliver the preliminary training plan and training materials to ensure appropriate delivery of service;

e. Provide immediate written notice and a recovery plan to the NASA Project Management Office, if during the performance of this phase the Contractor becomes aware the latest cost estimate varies from the integrated baseline. These thresholds are documented in Section 3.1 of the Project Plan NPR 7120.7;
f. Use continuous risk management principles to manage IT risks in accordance with NPR 8000.4, “Risk Management Procedural Requirements”;
g. Update the Project Plan following the template in Appendix F of NPR 7120.7;

h. Baseline work agreements for Phase D;

i. Prepare and deliver all work products required for Phase C, listed in the column labeled “KDP-D”, identified in Table 6-2 of NPR 7120.7 prior to the Preliminary Design Review;

j. These deliverable documents shall be presented by the Contractor to the NASA NEDC Project Office and then at the Critical Design Review in accordance with Appendix G of NPR 7120.7; and
k. Prepare and submit to the Government the Phase D implementation proposal CLIN 3. 

3.4 Phase D – Build, Test and Deploy
During Phase D, the Contractor implements the critical design of the “to-be” architecture in accordance with the task order.  This phase culminates with NASA acceptance and approval of both the system(s) Operational Readiness Reviews and the Contractor delivery of collateral materials.

The Contractor shall:

a. Implement the Project Plan approved in Phase C;

b. Prepare and execute test plans, test procedures, and test cases in coordination with NASA, NASA Customers and other Third parties;

c. Provide all necessary equipment, software licenses and maintenance agreements;

d. Perform system build, assembly, integration, and test tasks in coordination with NASA, NASA Customers and other Third parties;

e. Report and resolve discrepancies identified during all tests, analyses, and inspections;

f. Prepare "as-built" and "as-deployed" architecture and/or system documentation (including, but not limited to, hardware and software);

g. Update the Project Plan following the template in Appendix F of NPR 7120.7, including finalizing the IT security plans;

h. Complete all operational readiness requirements (e.g., facilities, equipment, updated databases);

i. Develop and deliver the baseline training plan and training materials to ensure appropriate delivery of service;

j. Conduct operational tests and training, including normal and anomalous scenarios;

k. Submit any Enterprise Architecture changes to the NEDC PMO for inclusion in the NASA EA; 

l. Document and implement all technical, management, and operational security controls as required by NPR 2810.1A, “Security of Information Technology”;

m. Meet the IT security certification and accreditation requirements specified in NPR 2810.1A;

n. Plan, prepare, and conduct individual system Test Readiness Reviews and Operational Readiness Reviews in accordance with Appendix G of NPR 7120.7;

o. Establish and maintain an integrated logistics support capability, including spares and system maintenance and operating procedures;

p. Use continuous risk management principles to manage IT risks in accordance with NPR 8000.4, “Risk Management Procedural Requirements”;

q. Baseline work agreements for Phase E for the individual systems;

r. Prepare and deliver all work products required for Phase D, listed in the column labeled “KDP-E”, identified in Table 6-2 of NPR 7120.7 prior to the a system’s Operational Readiness Review;

s. Plan, prepare, and support the PMO reviews prior to and in accordance with each individual system’s Operational Readiness Review; and


t. Plan, prepare, and conduct the Operational Readiness Reviews for individual systems in accordance with Appendix G of NPR 7120.7. 

3.5 Phase E – Deploy, Operate, Maintain, Continually Improve “To-be”
This phase is the long term running and operation of the NEDC. The requirements are specified in Section 4. with pricing covered under CLIN 1. The Contractor shall deploy systems upon receiving acceptance and approval of a system’s Operational Readiness Review in accordance with NASA Change Management procedures.

3.6 Provisioning New Systems

The Contractor shall provision new systems in accordance with the requirements and statements in Section 4 with Pricing covered under CLIN 1. If the Customer’s project follows NPR 7120.7 the Contractor shall provide the data up to the level of the service in support of the project’s NPR 7120.7 requirements.
4 Data center Service Offerings

NASA Agency and Center data centers currently provide NASA customers with a mix of data center mainframe, housing and hosting services. As determined by NASA, the Contractor shall walk in and take over “as-is” pre-existing services, and operate data center services described in the Resource Baseline and associated SLA(s) priced under CLIN 1. The Contractor shall operate “as-is” at the same level service of currently being provided. The Contractor shall operate the “as-is” until such operations can be transformed to a single consolidated “to-be” data center state. The “to-be” data center state will have only a single concept of operations and single set of processes and standards, priced under CLIN 1. The requirements in this section of the PWS apply to Contractor operation of the “as-is” as well as the “to-be” environments.
4.0.1 List of services included with CLIN 1, Fixed Unit Pricing

The Contractor shall provide all services and perform all requirements of this section and Section 1, 2 and the CF-PWS as part of fixed unit pricing unless expressly identified otherwise within the PWS or other sections of this contract.

The Contractor shall provide replacement and spare parts or equipment, temporary labor services, vendor maintenance agreements, software subscription services, hardware engineering changes or updates, IT-related supplies and special general-purpose software packages necessary to perform the operations and maintenance functions of this contract.

The Contractor shall provide hardware upgrades; systems and applications software licenses, renewals, and enhancements; services and maintenance.

4.0.2 Service Delivery and Service Support Process Framework

The Contractor shall define and implement Service Delivery and Service Support processes as described in this PWS. All Contractor Service Delivery and Service Support processes used to provide the Services shall be consistent with the framework for IT services as defined by the IT Infrastructure Library (ITIL) v3 and in accordance with the CF-PWS. 

4.0.3 Security

The Contractor shall:

a. Implement IT Security approach in accordance with NPR 2810.1A, “Security of Information Technology”;

b. Develop and maintain data center security plans per NPR 2810.1A, to encompass all NEDC locations both on and off NASA facilities;
c. Follow NASA security incident management procedures in accordance with NASA policies and ensure coordination of its incident response team with the NASA Security Operation Center (SOC);

d. Report to the NASA SOC any suspected security incidents occurring on any systems, in accordance with Federal mandates and NASA policy and procedures;

e. Provide assistance and access to the affected systems so that a detailed investigation can be conducted, problems remediated, and lessons learned documented. Handle security logs and audit information according to evidence preservation procedures;

f. Fully develop, maintain and certify those data center controls listed in Section J, Attachment 18, marked as a fully certified data center control;
g. Partially develop, maintain and certify those data center controls listed in Section J, Attachment 18, marked as a hybrid data center control;

h. Place all required security documentation is entered into the NASA C&A Documentation Repository;

i. Adhere to NASA annual Federal Information Security Management Act (FISMA) reporting metrics;

j. Support all agency or federally initiated audits and security assessments, including the independent certification necessary to achieve system Authorization to Operate (ATO) status;

k. Identify an IT Security point of contact to support IT security requirements under this contract.

l. Recommend to NASA IT Security changes and strategies to enhance security (e.g. maximize the number common security controls, processes and procedural changes);

m. Perform periodic security self-assessments and report results; 

n. Perform quarterly security scans and report results (DRD CM2.0-02); 

o. Provide access to the NEDC for NASA Security Operations Center (SOC) host intrusion prevention services and respond to host intrusion events as notified by NASA SOC;

p. Remediate vulnerabilities identified via security audits, vulnerability scans and self-assessments in accordance with NPR 2810.1A;

q. Configure and maintain all operation system software in accordance with federal and NASA security configuration policies and guidance. Report on critical vulnerability patches to all systems under their control in accordance with ITS-SOP-0012;

r. Receive authority from NASA before proceeding, if remediation is necessary during Mission Freeze; and

4.0.4 Server Hardware and Supporting Software

The Contractor shall:

s. Provide all planning, build, design, engineering, and deploy services for equipment and software composing bundled and unbundled services (e.g., storage, Back-up and recovery (BU/R), ISP, LAN, rack space, environment);

t. Provide all install, move, add, and configuration services of equipment and software composing bundled and unbundled services;

u. Operate and monitor systems on a 24 x 7 basis;

v. Provide Third Party access to allow Third Party to install and support Middleware and COTS components;

w. Test and apply any and all security patches at the next approved maintenance window per NASA and/or the Customer’s approval in accordance with Section 4.0.3;

x. Tune systems for optimal performance per the manufacturer’s recommendations and application requirements;
y. Support System Software, including Operating Systems:

(1) Provide automated monitoring tools to scan Operating System log files for events,

(2) Perform all required modifications, enhancements and changes to the Operating Systems and all required operational modifications for the efficient reliable operations,
(3) Evaluate, certify (outside of the Customer’s Pre-Production and Production environment), acquire, test and install Operating Systems and make any changes necessary for compatibility purposes,

(4) Track, maintain, and implement Operating System patches. Coordinate Operating System patches through the Change Management Process in accordance with the CF-PWS and initiate requests for integration testing with Customer Application owners,

(5) Maintain System Software at current required patch levels, and at a version level for which the System Software Third Party is still supplying new patches,

(6) Review all System Software upgrades and patches to identify if a conversion plan is required, develop the upgrade and patch implementation plan, notify Customers of potential impact to Customer applications, and review the conversion plan with Customers,

(7) Install and maintain system-level software, such as Operating System and other system-level products,
(8) Perform basic Operating System software and other system-level products tuning and optimization as required to maintain day-to-day operations,

(9) Evaluate and perform preventive maintenance (e.g. patches) to supported System Software products to prevent known problems from impacting the operating environment including review of third party product status and maintenance information,
(10) Create, maintain and delete OS configuration files located on servers for client machines,

(11) Validate the correctness of the OS installation. Validate the install, upgrade, configuration and maintenance of the OS,

(12) Implement corrective action and eliminate Software faults from the operating environment, and

(13) Maintain Operating System parameters to manage performance and workload throughput including tuning network parameters;

z. Provide Server equipment and Systems Software management in support of all other processes including Infrastructure Architecture, Infrastructure Design, Incident and Problem Resolution;

aa. Perform monitoring and performance functions:

(1) Provide regular monitoring and reporting of Server performance and utilization 

(2) Utilize automated tools to monitor the operating environment including all key performance indicators per SLAs. Provide Customer and third party application support with visibility to the monitoring results from the tools,

(3) Recommend and optimize Server performance to reduce cost and improve Service Levels for the Hosting environment, including providing performance tuning support and advice to the Customer and Customer designated Third Party,

(4) Provide Server performance statistics for applications tuning and efficiency improvements,

(5) Provide technical advice for applications tuning and efficiency improvements to assist Customer and software support Third Parties, 

(6) Perform Server related tasks to optimize network connectivity,

(7) Provide 24 x 7 performance monitoring and trouble isolation to include Contractor coordination for all Software performance indicators and equipment performance utilizing expert monitoring tools,

(8) Provide access to monitoring tool that will provide near real time CPU, memory and disk utilization for Applications,

(9) Enable monitoring automation to detect problems and assist in the identification of opportunities to remove manual interventions, make recommendations for automation, and implement as approved by NASA,

(10) Monitor equipment and System Software status, process status, and environmental controls and take necessary action based on detected problems or issues in accordance with CF-PWS requirements (e.g. Incident Management, Problem Management, etc.),

(11) Recommend system changes to the Customer system owner to resolve performance bottlenecks and implement as approved by NASA,

(12) Manage real-time performance using system management tools to proactively resolve system resource and performance problems,

(13) Collect performance data to assist in reporting and problem determination,

(14) Perform process level up/down availability monitoring by way of monitoring agents and polling mechanisms to detect the presence or absence of a task, process, service or daemon,

(15) Perform semi-annual technology review  for NASA approval of monitoring strategy, capabilities and metrics for all Contractor services in addition to all reporting required for Service Levels in accordance with DRD CM2.0-02,

(16) Provide automated diagnostics and data capture supporting root cause analysis for all performance threshold violations,

(17) Provide resource monitoring (e.g., connector pools, thread resource managers, process health);

ab. Provide Equipment and Systems Software Support:

(1) Provide agreements to maintain all components, equipment and System Software at versions capable of providing the expected level of service,

(2) Provide Third Party support agreements of all equipment and System Software,

(3) Provide Third Party operations access and staging support to allow Third Party to install and support equipment,

(4) Provide upgrades, releases and patches in accordance with CF-PWS requirements,

(5) Notify NASA and Customers with at least 120-days notice of any Software or equipment that will be unsupported, including any expiring maintenance or license agreements, by the Third Party OEM,

(6) Perform configuration planning in accordance with CF-PWS requirements (e.g. Configuration Management, Request Management, etc.); develop a strategy and configuration for CPU, storage, and tape; develop a plan for systems availability, flexibility and performance; evaluate alternative configurations and recommending solutions; and establish standard configurations for equipment and Software, 

(7) Perform equipment maintenance requirements in accordance with the manufacturer’s recommended schedule,
(8) Resolve equipment problems including interfacing with hardware contractors for problem resolution in accordance with CF-PWS requirements (e.g. Incident Management, Problem Management, etc.).

(9) Maintain up to date system environments as approved by NASA in accordance with CF-PWS change management requirements. Implement new major releases. NASA will define the latest Minus One Version/Release level: 

(a) Maintain Server Platforms at no less than Latest Minus One of currency over the life of this agreement for Server Platforms that are within Latest and Latest Minus One Version/Release level on Effective Date of subject Server Platforms. Customers have up to 12 months from availability of the Latest to migrate to Latest Minus One,

(b) For Server Platforms that are at Latest Minus Two plus (Two, Three, etc.) Version/Release level, provide a one time over the life of the agreement upgrade to Latest Minus One (or Latest) on Effective Date of subject Server Platforms. Maintain at no less the Latest Minus One over the life of the agreement once at Latest Minus One. NASA and customers will perform the necessary application specific upgrade work effort,

(c) For Server Platforms that are at Latest Minus Two plus Version/Release level, provide two Minor Versions/Releases or one Major Release upgrades per year, as long as Releases are still available from the OEM, and,

(d) For Server Platforms that are at Latest Minus 3 plus Version/Release level, maintain Server Platforms at the Minimum service category, including Minor Releases as long as Releases are still available from the OEM,

(e) For Server Platforms at an unsupported release level, support at a Minimum service category. Treat all releases or upgrades as a Special Task CLIN 3 task order and as a project, thru the Service Request, Change Management and Service Asset and Configuration Management processes per the CF-PWS requirements.

(10) Manage exception thresholds for the Operating System and related System components enabling alert monitoring to meet Service Level requirements; and,

ac. Support Operations equipment located at sites other than data centers as identified in individual CLIN 1 task orders:

(1) Perform console operations as directed by NASA, Customers and Third Party Contractors (i.e. I3P Contractors, Local Center IT support Contractors),

(2) Direct Third parties to perform physical installation, operations, and maintenance of equipment and software in support of Contractor’s services,

(3) Support NASA and Third Party Contractors of LAN services (i.e. the NICS contractor),

(4) Provide monitoring of equipment and software,

(5) Operate and support data stored on servers and server-attached devices,

(6) Operate and support archival systems, media library systems, and library management systems, including positive acknowledgements of tape loads and recovery,

(7) Log, track, and rotate all media,

(8) Provide secure off-site storage of tape media,

(9) Provide secure packaging and delivery services to and from media locations and recovery centers, including positive acknowledgements,

(10) Provide tracking (i.e., logging) and cataloging of all media,

(11) Provide retrieval of media (i.e., by specific tape) as requested by a Customer, and

(12) Provide authorized customer representatives access to inspect off site storage areas;
ad. Provide technical advice and support to Application owner and support teams;
ae. Implement and maintain Server interfaces between internal and external systems including use of encryption where required by NASA and/or Customers;

af. Perform Authorized User support and access functions, including:

(1) Provide and maintain access controls and provide individual and group access to Server resources to Application owner and support teams,

(2) Create, maintain and delete OS user and group profiles, passwords and user IDs and group IDs for support personnel, and

(3) Assign and delete home directories, as required;

ag. Maintain documentation, including:

(1) Update all System documentation for currency, and 

(2) Maintain all Server configuration documentation, all Contractor provided NASA owned documentation, and all Contractor generated NASA records in a NASA owned and approved document repository;

ah. Support NASA, Customers, Application owner and support teams, including:

(1) Provide timely communication for planned changes in product functionality that may impact application support when system software maintenance is applied, 
(2) Engage Application support teams in escalation processes for critical/fatal events detected by the monitoring agents in accordance with CF-PWS requirements  (e.g. Incident Management, Problem Management, etc.); 

ai. Provide Network Time Protocol (NTP) services to synchronize the time of all Servers;

aj. Distribute application loads to maximize efficiency;
ak. Support Customer Applications Acceptance testing up to the level of the service for all new Applications being introduced into production;

al. Collaborate and coordinate with application owners on architecture, physical design and concept of operations;

am. Provide NASA and Customer application support teams with visibility of all monitoring events to facilitate application health checks and application support;

an. Manage equipment Capacity in accordance with CF-PWS requirements (e.g. Capacity Management, etc.); and
ao. Redeploy or dispose of equipment, including:

(1) Performing de-installation and/or re-deployment of equipment in accordance with  NPR 2810.1A, “Security of Information Technology”, and the CF-PWS requirements  and NASA approved procedures; complying with backup requirements and including permanent removal of any Customer Software or data that may exist on storage media (either fixed, removable, or shared),
(2) Make the necessary changes in the Configuration Management Data Base (CMDB) upon redeployment or disposal of equipment,
(3) Redeploy or dispose of NASA owned property in accordance with FAR 52.245-1 and NASA property disposal requirements,
(4) Redeploy or dispose of Installation Provided Property equipment in accordance with  NFS 1852.245-71,
(5) To the extent the equipment is owned or leased by Customer, the Contractor’s responsibilities include:

(a) De-install the equipment and ship back to the Customer or Customer’s designated agent for equipment obtained by the Contractor, and
(b) De-install the equipment and ship back to the Customer or Customer’s designated agent for equipment obtained by Third Parties,
(6) Perform appropriate media security cleansing for all de-installed equipment in accordance with NPR 2810.1A.
4.2 Mainframe Services
The Contractor shall provide industry standard z/OS and z/VM hosting service for customer applications. The Contractor shall provide a secure and stable environment for customer applications and data to ensure adequate CPU resources to meet demands. 

4.2.1 Mainframe Data Center Operations

The Contractor shall:
a. Perform all master console operations, including monitor all processing, monitor the environment, alarm systems and environmental controls, and transmission and reception of polling information from NASA, Customers and Third Parties;

b. Issue network and operator commands to control computer platforms;

c. Monitor the performance of on-line interactive traffic and take appropriate action to resolve on-line system-related incidents and problems in accordance with CF-PWS requirements (e.g. Incident Management, Problem Management, etc.);

d. Monitor the transmission of files between NASA Facilities and any other third parties as designated by NASA;

e. Provide support for data transmission (e.g., SFTP, send/receive) consistent with commercial practices and standards; 
f. Assess performance of the mainframe. Provide monthly mainframe performance in accordance with DRD PM2.1-02. Provide raw data to the Government;
g. Complete NASA Customer defined batch processing and backups in the correct sequence and within the time periods (References: IS01-CC-SEO-PROC-OP-002, NASA Competency Center Incident Escalation Procedure; IS01-CC-SEO-PROC-OP-003, NCC Rules of Behavior; IS01-NEACCC-SEO-PROC-OP-004 Data Center Physical Protection Policy and Procedures);
h. Develop, maintain, and utilize emergency contact lists, based on NASA, Customer and Third Party provided contact information, and escalation procedures to resolve abnormal ends (ABENDS). Use escalation procedures in accordance with CF-PWS requirements (e.g. Incident Management, etc.);

i. Assess the impact of ABENDS on users and report the results of such assessments to users or other Customer representatives;

j. Resolve ABENDS caused by conditions external to production Application programs (e.g., disk and tape problems, etc.), and perform job restarts per restart instructions;

k. Continuously enhance processing capabilities and efficiencies through System tuning and other run-time improvements;

l. Perform regular monitoring of utilization needs and efficiencies and report monthly on tuning initiatives (DRD PM 2.1-02);
m. Perform and deliver failure trend analysis (DRD PM 2.1-02); 
n. Coordinate and process special processing requests;

o. Produce trend reports to highlight production problems including online and Batch processing and establishing predetermined action and escalation procedures when problems are encountered (DRD PM 2.1-02);
p. Perform periodic and/or emergency systems maintenance and testing.  Minimize the impact of periodic and/or emergency maintenance and testing to NASA, Customers and Third Parties;
q. Perform computer shutdowns and restarts as required and execute customary utility functions;
r. Maintain, administer, and provide necessary automated tools and processes for systems management. Maintain tables, calendars, parameters, and definitions for tools used to automate manual procedures or automate and improve the quality of the operations;
s. Provide monitoring and management for equipment not in a data center but supporting mainframe operations;
t. Maintain and update operational documentation for all operations procedures and services in a NASA approved document repository;
u. Provide assessment and recommendations to NASA regarding the impact of architecture and design changes;
v. Identify and Report quarterly on opportunities for NASA to reduce its equipment and Software costs and/or improve System performance (DRD PM 2.1-02) report;

w. Reduce NASA’s cost and/or improve performance of In-Scope technologies that continue to be used by NASA (e.g., network bandwidth, logical DBA tools);
x. Recommend and develop standards for configurations, operations, and metrics collection and reporting;
y. Analyze performance metrics and respond to potential problem areas in accordance with CF-PWS requirements (e.g. Incident Management and Problem Management);
z. Identify requirements for System Upgrades and other configuration design changes and collaborate with NASA to coordinate these changes in accordance with CF-PWS requirements (e.g. ITIL Service Transition areas);
aa. Work with NASA to plan the redeployment and retirement of Systems:  Wipe and/or erase the data and configuration information resident in equipment or other Systems, storage components and/or devices using tools or processes which meet guidelines in accordance with NPR 2810.1A, “Security of Information Technology”, prior to disposing of such equipment or other Systems, storage components and/or devices;
ab. Run or terminate utilities in accordance with NASA guidance;
ac. Hold daily status meeting teleconferences with NASA indicating completed significant events, upcoming events, and status of Priority 1 incident tickets and problem tickets;

ad. Maintain and operate the Computer Network Technology (CNT) devices and the Front-end-processors (FEP), or equivalent, located at the remote sites;

ae. Schedule, perform and monitor system backups;

af. Perform all disk space management functions;

ag. Write, test, and maintain operational and disaster recovery procedures for all systems;

ah. Maintain and monitor automated job scheduling procedures under agreement with the requesting site;

ai. Coordinate, schedule, and receive approval of system outages with NASA;

aj. Manage master console input including all general systems commands, varying channels, issuing commands for peripheral devices, and starting tasks or subsystem software;

ak. Provide, install, and customize the tools required for monitoring system performance and workload performance;

al. Maintain a continuous program of performance analysis, capacity planning, and monitoring for the hardware and software systems in accordance with CF-PWS requirements;

am. Provide NASA access to review performance and monitoring tools and documentation; and
an. Provide Systems Network Architecture (SNA) and TCP/IP Technical Support:

(1) Provide logical design and connectivity to NASA, NASA Customers, and external client locations for the NASA SNA and TCP/IP network,

(2) Support all front-end processors and protocol conversion boxes, including, assess and correct hardware problems and report all to NASA.  Provide installation, reconfigurations, preventive maintenance and corrective action, 

(3) Coordinate with third party support and assure timely updates for all hardware

(4) Monitor capacity, implement upgrades, and make SNA and TCP/IP modifications as required for projects and other initiatives, including building redesigns, department relocations, and new office openings,

(5) Support communications and networking software (e.g., VTAM, OpenView, TCP/IP) including, assess and correct hardware problems and report all to NASA. Provide installation, reconfigurations, preventive maintenance and corrective action,

(6) Maintain SNA configuration and connectivity to NASA Facilities, and

(7) Participate in projects that involve or have an impact on the supported technologies.
4.2.2 Mainframe Secure Printing Services

The Contractor shall:

a. Monitor print queues and restart stalled print queues; 

b. Change job priorities;

c. Take secure printers in and out of service;

d. Start, spool and drain printers;

e. Provide for all secure print and media operations services as they currently exist;
f. Support, maintain, and coordinate all online secure print and media activities;
g. Operate secure print and media devices;
h. Manage print queues, control report distribution, log completed reports, and perform quality control functions;
i. Coordinate and manage Third Parties for external print;
j. Identify, report, and correct problems with print devices and forms;
k. Schedule preventive maintenance on all equipment based on reviews, analysis of equipment performance records, and original equipment manufacturer recommendations;
l. Maintain and control spooling to remote secure printers; and
m. Provide technical and operator support for equipment and software for remote secure printers and locations; 

4.2.3 Mainframe Job Scheduling Services

The Contractor shall:

a. Provide job scheduling, job execution, reporting and resolution, taking into account infrastructure and system interdependencies (References: Job Scheduling Services V3, Control-M jobs POP Call to Service Owners 2008);
b. Support existing application interdependencies;

c. Maintain NASA organization contact lists;

d. Support rerun requirements for all production jobs;

e. Execute job-scheduling procedures that meet requirements and adhere to defined policies from the standards and procedures manual;

f. Implement and manage scheduling tools for managing/automating job execution (for example, job workflow processes, interdependencies and organization contacts, and rerun requirements file exchange functions and print management);

g. Define production, test and demand batch-scheduling requirements;

h. Prepare production, test and demand batch jobs for execution;

i. Execute production, test and demand batch jobs on required systems;

j. Monitor the progress of scheduled jobs, and identify and resolve issues in the scheduling process;

k. Monitor successful batch-processing completion and job restarts;

l. Start up and shut down online/interactive systems according to defined schedules or upon receipt of approved requests;

m. Maintain a database of job scheduling, contacts, reruns and interdependencies;

n. Provide quality control for reprocessing activities, such as batch reruns;

o. Prepare job run parameters;

p. Validate job results per Customer instructions;

q. Notify the Customer and maintain a history of job completion results;

r. Maintain and change job priorities; and

s. Assess and report on the impact of abnormal terminations on end users on a monthly basis.

4.2.4 Mainframe Security Administration Services
The Contractor shall ensure that safeguards are in place to protect the integrity, availability, and confidentiality of NASA Logical Partitions (LPARs) that are under management in accordance with NPR 2810.1A, “Security of Information Technology”.

The Contractor shall:

a. Ensure adherence to security guidelines as dictated by the National Institute of Standards and Technology (NIST), including configuring software parameters to protect sensitive data;

b. Audit each system for systems and operations activities on all LPARs, examine for invalid access attempts to protected data, and unauthorized users making changes in the system;

c. Monitor the activities of highly privileged users and maintain incident logs of all major security breaches;

d. Provide the necessary support and access to all applicable personnel for government audits pertaining to managed LPARs;

e. Create security profiles that build the security structure of various applications and resources using Resource Access Center Facility (RACF) technology;

f. Create user accounts after validation that the user has authorized approval to the system and resources;

g. Utilize NASA Account Management System (NAMS) to maintain access authorizations;

h. Follow information security standards, guidelines and ID approval procedures;

i. Administer security databases, including but not limited to, Resource Access Control Facility, Customer Information Control System (CICS), Report Management and Distribution System, Transmission System Operator, Remote LAN Access, Tandem and HP;

j. Generate and install systems, applications and network IDs;

k. Establish and maintain procedures for resetting passwords;

l. Reset passwords according to approved procedures;

m. Follow up with users to clarify ID administration requests, as required;

n. Perform full security administration for Customer systems via cooperative agreement between the NEDC and the customers;

o. Serve as the Security Administrator for NEDC personnel on all LPARs, including rule writing, dataset access, and user Identification Data (ID) administration;

p. Serve as a liaison and central point-of-contact for NASA Center Security Administrators;

q. Develop and implement a protection process utilizing NAMS for user identification, confirmation and authorization for NEDC personnel user access privileges;

r. Review user access privileges, passwords, and other user identification for NEDC personnel;

s. Produce audit reports and ensure compliance with NPR 2810.1A and maintain on file for NEDC personnel;

t. Maintain an incident log of all reported violations for NEDC personnel;

u. Write a formal impact assessment of all violations for NEDC personnel, with management review and signature; 

v. Provide overall guidance and standards for software parameters;

w. Develop and ensure that NEDC-managed systems conform to standard parameter and naming conventions;

x. Monitor and revoke unused IDs for NEDC personnel monthly;

y. Review privileged IDs for NEDC personnel on a monthly basis and modify, as appropriate;

z. Provide Operating System and system product security;

aa. Provide System security monitoring for unauthorized access attempts;

ab. Ensure system segregation from other NEDC customers;

ac. Provide critical elements and restricted utilities (CE/RU) identification;

ad. Provide security impact assessment for all NEDC Change Requests; and

ae. Perform all security responsibilities in accordance with CF-PWS requirements.

4.2.5 Mainframe Disaster Recovery

The Contractor shall use an integrated approach to Disaster Recovery in accordance with CF-PWS requirements (e.g. Incident Management and Problem Management)

The Contractor shall:

a. Meet the requirements of existing Disaster Recovery procedures: 

(1) IS01-CC-SEO-PROC-OP-001

(2) IS01-CC-SEO-PROC-OP-002
(3) IS01-CC-SEO-PROC-OP-003

(4) IS01-CC-SEO-PROC-OP-004

(5) IS01-CC-SEO-PROC-OP-005;
b. Assist in the recovery of application software failures caused by problems within the operating system, program product, or utility software;

c. Provide outage/disaster recovery planning and tests for centralized hardware;

d. Identify Disasters/Outages:

(1) Assess and recommend to NASA outage/disaster and escalation thresholds,

(2) Review incidents and problems for the purpose of declaring an outage/disaster based on NASA approved thresholds; report disasters (or potential disasters) to NASA immediately upon identification based on parameters defined in the Disaster Recovery Plans, and advise NASA on the need to declare a disaster,

(3) For all NASA Facilities and Contractor Facilities, and any other applicable location where Contractor has oversight responsibility, coordinate with NASA to declare disasters in accordance with thresholds and procedures existing at the time of declaration and immediately notify NASA of situations that may escalate to disasters; 

e. Notify and provide all communication regarding service recovery:

(1) Notify functional areas (e.g. Contractor Representatives, Subject Matter Experts, Vendors), and

(2) Perform management escalation and notification;

f. Execute Disaster Recovery Plans including operation of the equipment, restoration of the Software; verification that data is recovered to the appropriate point in time; and provide all other functions associated with the Services;

g. In accordance with the Disaster Recovery Plans, determine resources to deploy and conduct, supervise, and administer the operation and implementation of resources; 

h. Provide all resources necessary to maintain provision of the Services for unaffected areas and re-align technical resources to maintain continuity of the Services;

i. In accordance with the Disaster Recovery Plans, assume coordination and administrative responsibility; 

j. Provide a scribe and document all outages. The scribe creates service recovery status reports for input to Problem Management process and Root Cause Analysis;

k. Provide personnel to meet with a Service Recovery Team;

l. Restore service according to recovery plans. All systems are required to have a recovery plan as part of their NIST security plan;

m. Restore Services within applicable SLA(s) and in accordance with the disaster recovery plan; 

n. Confirm service availability and communicate restoration status to NASA, Customers and Third Parties;

o. Initiate Root Cause Analysis in accordance with CF-PWS requirements;

p. Gather and maintain all related service recovery records; and
q. Negotiate and manage contracts with Third Party Vendors providing Disaster Recovery Services

4.2.6 Database Support and Management

The Contractor shall provide Database Support and Management Services. The Contractor shall perform physical database administration functions for the databases required by NASA, Customers, and Third Parties including Storage Management Services, installation and maintenance, as well as configuring and monitoring of database Software products, Backup and Recovery Services, implementing common standards, and providing support to NASA application customers.
The Contractor shall:
a. Provide Database Management Services:

(1) Perform physical database management system (DBMS) database control functions to support Systems,
(2) Plan for changes in the size of databases due to business growth and project implementation based on information supplied by NASA Customers,

(3) Maintain, operate, and upgrade database software,

(4) Automate monitoring tools to monitor database performance,
(5) Perform any necessary database shutdowns and restarts, and

(6) Perform reorganizations to optimize performance;
b. Provide Database Maintenance and Support:

(1) Maintain databases and database software to meet applicable Service Levels and other performance standards, to maximize efficiency, and to minimize outages,
(2) Maintain, update, and implement database archive processes and procedures to recover from an outage or corruption,
(3) Provide physical database management support, including providing backups and restores of data,

(4) Install, maintain, and support database Software products,
(5) Provide and support common modeling Software tools,
(6) Test and implement database environment changes, as approved by Customers,
(7) Provide capacity planning services to prevent situations caused by lack of capacity (e.g., dataset or table space capacity events, full log files),
(8) Correct situations caused by lack of capacity,

(9) Monitor the availability, resource utilization and performance of the DBMS and user processes,
(10) Implement system level security on the DBMS and platform including auditing and traces as required by NASA, Customers and Third Parties, and
(11) Identify and report resource intensive SQL to Authorized Users and make recommendations for improvements; and
c. Provide Administrative Support:

(1) Perform database performance analysis to confirm physical database requirements to support each NASA Customer’s business systems,
(2) On request, provide NASA Customers with documentation of files generated by the file management system, including name and utilization statistics,
(3) Provide technical advice to the application developers and DBA groups and assist the application developers and DBA groups in performing stress testing, System Software, and database performance tuning, 
(4) Develop, document, and maintain physical database standards and procedures, and
(5) Participate in determining physical database changes and the impact to applications, and implement necessary changes to relevant databases, subject to each relevant NASA Customer’s review and approval.
4.3 Hosting Services
The Contractor shall:

a. Develop and maintain hardware and software refresh plan (DRD CM 2.0-04); 

b. Evaluate hardware and software and make refresh recommendations at least annually; 

c. Perform Operating System software procurement, installation, provisioning, maintenance, and operations; 

d. Provide Operating system software licensing;

e. Provide Vendor contract administration;

f. Provide Server Operating System Software and other system software (Installation, Patches, and Upgrades);

g. Perform all system administration (e.g. file system creation & maintenance);

h. Provide Antivirus Protection; and

i. Perform System Monitoring and management for operating system and hardware.
4.3.2 OS Hosting Services
The Contractor shall:

a. Refresh all hardware at least every five years so that no Server Platform will be older than five years, unless approved by NASA;

b. Continue to support Server Platforms that NASA may require not refreshed per requirements; and
c. Provide high end server platforms with dual power supplies.

4.3.3 Storage, Backup and Restore

The Contractor shall provide a Managed Storage Service. The Data Storage Service requirements are designed around the Customer’s Disaster Recovery tiers. Requirements for provision of Service for each tier are defined by requirements for logical and physical disaster data loss, recovery point and recovery time objectives, and availability and performance metrics.

The Contractor shall:

a. Provide all plans, build, design, engineering, and deploy services for Equipment and software composing bundled and unbundled services (e.g., storage, Backup and Recovery, LAN);
b. Provide all install, move, add, and configuration services of equipment and software composing bundled and unbundled services;
c. Design, maintain and support storage-to-server connectivity;
d. Provide support of storage and replication services performed by a third party;
e. Provide compression and security encryption services of customer defined backup media;
f. Provide virtual SAN (VSAN) security services; 
g. Provide Data Storage Application Tier Levels

(1) Storage Tier 1 (minimum SAN high performance RAID 1+0),
(2) Storage Tier 2 (minimum SAN Mod performance RAID 5, no local mirror),
(3) Storage Tier 3 (minimum SAN Low performance RAID 5 or NAS storage), and 

(4) Storage Tier 4 (minimum SATA storage / direct attached); 
h. Provide Backup and Recovery Service.

(1)  Provide Weekly Full Backup & Daily Incremental Backups, or more frequently if required to meet SLA Recovery Time Objectives (RTO) and Recovery Point Objectives (RPO);
(2) Support Customers application shutdown or startup scripts that may be required to incorporate into the backup process;

(3) Specify files/directories to be included in the backup;

i. Provide support and maintain storage hardware and software, including licenses;
j. Monitor and control storage performance according to technical specifications, storage and data management policies, and perform tuning as required;

k. Monitor and maintain customer specified storage requirements;

l. Perform storage administration;

m. Install and configure storage systems;

n. Identify and maintain primary points of contact to be used for notification and escalations as appropriate; and

o. Develop, with Customers, storage requirements and specifications and supporting documentation.

4.3.4 Database Management Service
The Contractor shall provide support for a variety of database solutions.  The Contractor shall provide the skills and processes needed to develop, deploy, and manage database structures.  The database service areas extend across a number of platforms and operating systems, and database products listed in the resource baseline.
The Contractor shall:

a. Engineer new database environments:

(1) Create database baseline software environment,
(2) Customize database and systems software, 

(3) Perform conceptual and logical database designs,
(4) Configure special database configurations,
(5) Support database software/hardware procurement cycle,
(6) Create initial security definitions within the database product, and
(7) Customize database access/logon interfaces;

b. Perform Database Development:

(1) Evaluate database software products,
(2) Evaluate database architecture, and
(3) Create database instances; and
c. Perform Database Administration:

(1) Perform database file maintenance, 

(2) Perform performance tuning for database instance,
(3) Rebuild and resize database to manage resources,
(4) Interface with system administration staff to install system level database changes,
(5) Manage database system level interfaces,
(6) Provide a point of contact for database related issues,
(7) Work with the application owners on fixes and releases of database, 
(8) Implement software vendor maintenance and upgrades for databases,
(9) Apply database software patches, 

(10) Create system level database accounts and grant privileges,
(11) Perform database configuration control for production systems,
(12) Interface with vendor support center for database problem analysis,
(13) Maintain database baseline software environment, and
(14) Provide Database Backup services as per customer requirements.

4.3.5 Disaster Recovery Services
Provide the capability to recover data and restore operations at a secondary site in the event of a disaster that meets the requirements of the NASA Enterprise Data Center as stated in this contract and per SLA(s). NASA will identify specific systems requiring this service in individual task orders.

The Contractor shall:

a. Provide for all aspects of a hot secondary site recovery up to the level of the service per SLA:

(1) Provide a service that includes hot secondary sites and all the necessary facility accommodations, and 

(2) Provide all the necessary hardware and software needed at the hot secondary sites;

b. In the event of a disaster or test, restore services at the Disaster Recovery Site(s) as directed by the NEDC PMO;
c. Restore data at the designated Disaster Recovery Site using the most current vaulted backup;
d. Restore operations with access from current NASA communications networks to the designated Disaster Recovery site per SLA;
e. Restore operations with access from other communications networks to the designated Disaster Recovery site as directed by the NEDC PMO;
f. Provide six weeks of accessible operations at the designated Disaster Recovery site; 

g. Perform annual recovery testing at the designated Disaster Recovery Site location; and
h. Support the development of requirements for “Disaster Recovery to hot secondary site” for inclusion in NASA security plans.
4.3.6 Application Monitoring
The Contractor shall:

a. Provide and maintain, on a 24 x 7 basis, automated availability and performance monitoring of application up/down;

b. Provide event notification based on application thresholds;

c. Provide application event trouble-ticket routing via the Enterprise Service Desk (ESD) in accordance with CF-PWS requirements;

d. Provide support to and work with Customers to define monitoring requirements;

e. Establish with the Customer severity levels for each monitoring job selected;

f. Identify and maintain points of contact and email lists for alerts and reports;

g. Establish with Customers all events, incidents, and problem escalation procedures for alerts integrated with NASA's and the Contractor's Incident Management Service;

h. Provide firewall setting support monitoring;

i. Provide, maintain, support and administer monitoring client;

j. Provide 24 x 7 access via Secure Socket Layer (SSL) Web Site to view status of systems, jobs and events;

k. Provide for Customer self service chart creation;

l. Provide for Customer ability to view charts and reports;

m. Perform data collection and reporting;

n. Produce recurring reports (defined at setup); and

o. Participate with NASA and the Customer in a quarterly review of the data and make recommended changes for improvement.

4.4 Housing Services
The Contractor shall provide housing services (Co-location) at data centers in NASA facilities located on NASA installations and at Contractor furnished facilities not located on any NASA installation.
4.4.1 Housing IMAC (Install, Move, Add & Change)
The Contractor shall provide all install, move, add, and change (IMAC) services of NASA, Customer and Third Party equipment. The following basic services are included.
The Contractor shall:

a. Provide initial rack and stack for installation support along with the de-installation support at end-of-life;
b. Facilitate and provide support for the installation of network and power along with the de-installation support at end-of-life;
c. Document the initial physical configuration information in the Contractor’s infrastructure information repository showing physical connections, as well as in the NASA CMDB
d. Provide operational “ping” services to check for up and down status for a single server instance;

e. Escort NASA Customers, Application Owners, and other Third Parties to equipment locations.

4.4.2 System Housing Services
The Contractor shall provide facility management, floor, rack space, network connectivity, and controlled physical access to customer owned and maintained equipment. The standard IT security services for housing includes firewall management, and NIST Physical and Environmental Protection (PE) control input for customer developed and maintained security plans. 

The Contractor shall:

a. Provide and manage facility and floor space for customer owned hardware and equipment;

b. Provide hardware and equipment racks for customer owned equipment;

c. Provide 24 x 7 access to customer owned equipment for designated customer representatives;

d. Manage data center IP addresses for housed equipment, firewall rules submission and network connection activation;

e. Establish and publish NASA approved procedures and customer guidelines (e.g.  data center  access, firewall rules coordination);
f. Utilize Enterprise User License Agreements (EULA) when available;

g. Provide physical security, temperature controlled environment, adequate lighting, and redundant power; and

h. Provide Physical and Environmental Protection (PE) controls that comply with NIST. 

4.5 Web Site Hosting Services
The Contractor shall provide tiered web site hosting and development "bundles" comparable to industry-leading, private enterprise commodity hosting providers including but not limited to the following.
The Contractor shall:

a. Provide and Support Apache, PHP, Perl, Java, and Coldfusion on RedHat Linux, SUSE Linux, Microsoft Server and Sun Solaris (i.e. LAMP);

b. Provide and support ASP.NET (SharePoint Enterprise and SharePoint Design) on Microsoft Server;

c. Provide and support configurations that include integration with database options on contract and with services described in Section 4.2.4, “Database Management Service”;

d. Provide an interface for the content hosted on the web sites that integrate and facilitate the manually selected and automated promotion of the content into the Content Management Tools provided by other I3P Third Parties (i.e. I3P WEST Contractor); and

e. Perform live, telephone web site technical support integrated with the NASA Enterprise Service Desk (ESD) in accordance with CF-PWS requirements. 

4.6 Shared File Services
The Contractor shall provide File Share Services.
The Contractor shall:

a. Provision file shares for end users;
b. Provision end user directory and file authorizations (privileges and permissions);
c. Maintain and operate the back office infrastructure;
d. Provide file backup and restore; and
e. Perform live, telephone end-user support integrated with the NASA Enterprise Service Desk (ESD) per CF-PWS.

4.7 Security Services for Non-NEDC Servers
The Contractor shall provide a NASA approved enterprise anti-virus/spy-ware software service for use by NASA servers not yet managed by the Contractor. 
The Contractor shall:

a. Provide, as a service, Anti-Virus and Anti-Malware solution for servers;

b. Provide Customers with user support;
c. Maintain and operate a virus signature file push/pull service;

d. Provide a service that automatically reports the condition of Customer servers, infections, and any compromise to the Customer’s server;

e. Provide centralized administration and reporting;

f. Provide monthly security reports to the NASA IT Security Office on the status and conditions of Customer’s servers (DRD PM 2.1-02);

g. Report any security related issues to the Security Operations Center per NPR 2810.1A, “Security of Information Technology”;

h. Report incidents or problems per CF-PWS requirement (e.g. Incident Management, Problem Management, etc.); and
i. Manage licenses for any software/hardware required to provide the Anti-Virus and Anti-Malware solution.
J-1-46

