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1. Introduction

One of the key tenets of the Launch Control System (LCS) architecture is the focus on leveraging standards, existing technologies, and commercially available products to provide significant core functionality in the command and control of constellation launch vehicles and ground support systems.  The LCS is based on the concepts of an Open Software Architecture specifically employing the Service Oriented Architecture (SOA) pattern. SOA provides a meta-model for the integration of decoupled abstract services to provide an overall system capability. 

1.1 Definitions, Acronyms and Abbreviations

	API
	Application Programmer Interface

	COTS
	Commercial Off-The-Shelf

	DDS
	Data Distribution Service

	IA
	Information Architecture

	IP
	Internet Protocol

	LCS
	Launch Control System

	SOA
	Service-Oriented Architecture

	TaNT
	Telemetered and Non-Telemetered

	SME
	Subject Matter Expert


	Abstract Adapter
	A design pattern in which a generic interface is specified and to which all instances of that interface must conform.

	Adapter
	A design pattern which adapts an existing programmatic interface to a software tool, module, or object to an interface more suitable in a specific domain.

	End Item
	Any external system or subsystem that sources data of interest to the LCS, or executes commands issued by the LSCCS.

	Telemetry Point
	A single and unique measurement data item produced by an end-item.

	Service Loose Coupling
	Services maintain a relationship that minimizes dependencies and only requires that they maintain an awareness of each other

	Service Contract
	Services adhere to a communications agreement, as defined collectively by one or more service description documents

	Service Abstraction
	Beyond what is described in the service contract, services hide logic from the outside world

	Service Reusability
	Logic is divided into services with the intention of promoting reuse

	Service Composeability
	Collections of services can be coordinated and assembled to form composite services

	Service autonomy
	Services have control over the logic they encapsulate


1.2 Reference Documents

The following documents contain supplemental information to guide the user in the application of this document.

	Document Number
	Document Title

	CxP 70022-4
	CxP C3I Interoperability Standards Book, Volume 4: Information Representation Specification

	
	


2. Overall Description

In the LCS architecture, the Command and Telemetry Processing services are distributed between a component of the Gateway Services and Framework (GSF) Software Item, and the Application Services and Framework (ASF) Software Item. Figure 1 is a block diagram that depicts the relationship between the Command and Telemetry product and the LCS architecture as a whole. From the Gateway Framework, data updates are generated to the telemetry processing service provided by the COTS tool.  Changes to telemetry point values and attributes are detected and distributed by a software layer that adapts the COTS Command and Telemetry product to the Data Distribution Service (DDS); a COTS tool that distributes data throughout the LCS system.  For commands targeting the end-item the reverse path applies.  Commands are received by the DDS adaptation layer and issued to the Command Processing service.  

The Command Service, through subscription to a commanding topic, monitors the message bus for commands intended for the end-item.  Commands may be initiated by any participant on the DDS message bus, but are filtered for authentication as part of the command service.  Once a command is received, verified, and authenticated, it is formatted and issued to the end-item for execution.  The Command Service is also responsible for managing command acknowledgement.  An acknowledgement is the response to the command from the issuing or executing element.
The ASF utilizes the scripting abilities that are supplied by the Command and Telemetry tool.  In the absence of an appropriate standard for a launch processing scripting language, the LCS has defined an abstracted scripting language that:

· meets the users’ requirements 

· exhibits behaviors that are generic across most modern scripting languages 

· does not bind the LCS implementation to a single vendor.

LCS leverages the C&T scripting functionality to provide the fundamental development and execution behaviors. In areas where the LCS language syntax and the C&T scripting language match (e.g., if-then-else, do while) the C&T scripting language will be used.  Where overlaps do not exist, the C&T scripting language will be extended to use LCS’ scripting language.  The scripting language will be adapted to use the DDS to obtain measurement value and state changes, and to transmit commands and information to the rest of the LCS.
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Figure 1 Command and Telemetry Services Block Diagram

The Telemetry Service is the mechanism by which processed measurement data is sourced to the LCS.  Changes in the value or status of telemetry points, as acquired from the end-item(s), are detected and then published to the appropriate measurement distribution topic.  The processing of measurement changes includes decommutation of the measurement value from an end-item packet or data frame, scaling of analog measurement values according to pre-defined coefficients, verifying the validity of the value change in terms of reasonability, formatting of measurement data into the appropriate primitive data type, and maintaining the current value and status of the telemetry point.  

The Dictionary Service sources attribute information for each of the telemetry points in the system.  Attribute information includes name, identifier, description units, alarm limits, and analog scaling coefficients.  During the initialization of a Gateway instance, the dictionary service publishes the attributes for each of the telemetry points it is responsible for processing.
3. Requirements 

Section 2 provided a summary of the role and deployment of a Commercial Off The Shelf (COTS) software product to provide the Command and Telemetry Services in the LCS architecture.  The purpose of this section is to identify the salient characteristics of an off-the-shelf package in order for that package to support the command and telemetry processing needs of the LCS architecture.  The vendor shall propose a mature Command and Telemetry product that exists as a commercially deployed product. 
The LCS architectural tenet is to utilize the Command & Telemetry product as a service within the architecture. The use of the product as a service 
requires the vendor’s product to be capable of easily configuring the product to disable or remove applications, libraries, and displays. This also requires the vendor’s product to provide an efficient API to interface programmatically with the product
NASA Kennedy Space Center will negotiate to acquire developer and run time licenses with maintenance and technical support for a software product that is compliant with the Consultative Committee for Space Data Systems (CCSDS) and Object Management Group’s specification for the XML Telemetric and Command Exchange (XTCE) http://www.omg.org/space/xtce/.
The proposed Command & Telemetry product shall not require a license server for runtime production environments. The rationale is that a license server/verification introduces an additional point of failure within the mission critical systems. It is required that the development licenses be flexible and can be made available to the developer resources as needed. 
3.1 Documentation

The command and telemetry product vendor will be required to furnish NASA Kennedy Space Center with all documentation necessary to meet the Constellation program requirements for verifying COTS products in a safety critical software allocation meet or exceed the associated requirements specified in NPR 7150.2 (available at http://nodis3.gsfc.nasa.gov/displayDir.cfm?t=NPR&c=7150&s=2).

[R.GX.C.GSF.003]The command and telemetry product vendor shall provide documentation supporting compliance of the command and telemetry product with each of the requirements.

3.1.1 Product Software Design and Implementation
[R.GX.C.GSF.214] The command and telemetry product vendor shall provide documentation associated with the software design and implementation of the command and telemetry product.

3.1.2 Software Management Processes

The command and telemetry product vendor shall provide documentation associated with the:

· [R.GX.C.GSF.004] software management and development processes applied to the command and telemetry product.  

· [R.GX.C.GSF.005] configuration management process applied to the command and telemetry product.

·  [R.GX.C.GSF.006] verification and validation processes applied to the command and telemetry product.

·  [R.GX.C.GSF.007] software testing processes applied to the command and telemetry product.

3.1.3 Testing 

The command and telemetry product vendor shall provide:
· [R.GX.C.GSF.008] acceptance test plan associated with the software testing processes applied to the command and telemetry product.
· [R.GX.C.GSF.009] documentation containing the test results for current and subsequent releases of the command and telemetry product.

· [R.GX.C.GSF.215] unit test procedures associated with the software testing processes applied to the command and telemetry product.

3.1.4 Defect Tracking Process

· [R.GX.C.GSF.010] The command and telemetry product vendor shall provide documentation associated with the defect tracking processes applied to the command and telemetry product.

3.1.5 Defect History

· [R.GX.C.GSF.011] The command and telemetry product vendor shall provide documentation containing the defect history for the current and subsequent releases of the command and telemetry product.
3.2 Configuration

3.2.1 Offline Telemetry Configuration


3.2.1.1 Telemetry Data Structures


The command and telemetry product shall: 
· [R.GX.C.GSF.019] provide the offline capability to define telemetry data structures for use in decommutating telemetry data items acquired from an end item.
· [R.GX.C.GSF.020] support the offline definition of multiple data structures for each end item.

3.2.1.2 Telemetry Data Attributes


The command and telemetry product shall provide the offline capability to define:

· [R.GX.C.GSF.022] offline capability to define the following telemetered data types: Analog, Integer, Real, Digital Pattern, Discrete, Text, Enumerated.
·  [R.GX.C.GSF.024] a text name for each telemetry point.

· [R.GX.C.GSF.025] a text description for each telemetry point.

· [R.GX.C.GSF.026] the units associated with each telemetry point.

·  [R.GX.C.GSF.029] the alarm limit bounds for each telemetry point to be either inclusive (the nominal condition being within increasing alarm severities) or exclusive (most critical condition being within decreasing alarm severities).

· [R.GX.C.GSF.030] up to 8 scaling coefficients (7th order polynomial) for each analog telemetry point.

· [R.GX.C.GSF.031] the value that constitutes a significant change for each telemetry point.
3.2.1.3 Telemetry Acquisition Logic


The command and telemetry product shall provide the offline capability to define:

·  [R.GX.C.GSF.032] conditional statements to be executed upon update of a specific data item.

·  [R.GX.C.GSF.036] relationships between data items and data item attributes in terms of conditional statements that are executed/triggered upon receipt of a data value change.

·  [R.GX.C.GSF.038] relationships between data items in terms of conditional statements that are executed upon receipt of a data value change that triggers the generation of one or more reactive commands.

3.2.2 Offline Command Configuration


3.2.2.1 Command and Acknowledgement Data Structures


The command and telemetry product shall provide the offline capability to:

· [R.GX.C.GSF.040] define command data structures for use in issuing commands to an end item.

· [R.GX.C.GSF.041] set default values for command data structure elements.

· [R.GX.C.GSF.042] define acknowledgement data structures for use in providing feedback on the state of commands issued to an end item.

3.2.2.2 Command Prerequisite Logic


· [R.GX.C.GSF.045] The command and telemetry product shall provide the offline capability to define pre-requisite conditions for issuing a command.

3.3 Initialization

The command and telemetry product will be initialized as a set of services within the LCS architecture. To that end, it is paramount that the product is capable of behaving as a service or Unix daemon instead of a stand-alone product.

3.3.1 Product Invocation

The command and telemetry product shall be:

· [R.GX.C.GSF.049] invoked from the command line.

· [R.GX.C.GSF.050] capable of remote invocation with no graphical user interface (GUI) support.

·  [R.GX.C.GSF.053] capable of initializing a minimum of four instances within the LCS architecture.

·  [R.GX.C.GSF.055] capable of initializing telemetry definitions from an XTCE file.

· [R.GX.C.GSF.056] capable of initializing command definitions from an XTCE file.

3.3.2 Static Data Loading

The command and telemetry product shall be capable of loading a specified;
· [R.GX.C.GSF.057] telemetry static data representation from an XTCE file.

· [R.GX.C.GSF.058] command static data representation from an XTCE file.

3.4 Termination

The command and telemetry product is integrated into the LCS architecture as a set of services. This requires the product to support the ability to decouple the individual instances of the product allowing and individual instance to be terminated without affecting other executing instances of the product.

3.4.1 Product Termination


The command and telemetry product shall be:

· [R.GX.C.GSF.059] terminated from the command line.

· [R.GX.C.GSF.060] capable of remote termination with no display support.

·  [R.GX.C.GSF.063] capable of terminating a single instance without affecting other instances within the LCS architecture.

· [R.GX.C.GSF.064] capable of terminating a single telemetry stream source in a single running instance.

3.5 Event Recording


3.5.1 Command Recording


The command and telemetry product shall:

·  [R.GX.C.GSF.069] provide command data recording.

·  [R.GX.C.GSF.071] record command acknowledgement data.
3.5.2 Error Recording


The command and telemetry product shall record errors encountered during:

· [R.GX.C.GSF.075] telemetry processing.

· [R.GX.C.GSF.076] command processing.

3.6 Processing

3.6.1 Telemetry Processing

Telemetry processing includes decommutation of the measurement value from an end-item packet or data frame, scaling of analog measurement values according to pre-defined scaling attributes, verifying the validity of the value change in terms of reasonability, formatting of measurement data into the appropriate primitive data type, assessing the value against pre-defined limits, and maintaining the current value and status of the telemetry point.
3.6.1.1 Current Value Storage


The command and telemetry product shall:

· [R.GX.C.GSF.114] maintain a run-time instance of the value of last update, also called the current value, for each telemetry point.

· [R.GX.C.GSF.115] maintain a run-time instance of attributes of each telemetry point.

· [R.GX.C.GSF.116] track the time of last update for each telemetry point.

· [R.GX.C.GSF.117] provide an indication of whether an update has been received for a given telemetry point.

3.6.1.2 Telemetry Value Access


The command and telemetry product shall provide the run-time capability to:

· [R.GX.C.GSF.119] update a telemetry point's value by the telemetry point's defined name.

· [R.GX.C.GSF.120] update a telemetry point's value by the telemetry point's defined ID.

· [R.GX.C.GSF.121] retrieve a telemetry point's value by the telemetry point's defined name.

· [R.GX.C.GSF.122] retrieve a telemetry point's value by the telemetry point's defined ID.


3.6.1.3 Telemetry Attribute Access


The command and telemetry product shall provide the run-time capability to: 
· [R.GX.C.GSF.123] retrieve any telemetry attribute by the telemetry point's defined name.

· [R.GX.C.GSF.124] retrieve any telemetry attribute by the telemetry point's defined ID.

· [R.GX.C.GSF.125] programmatically change the alarm limits.

· [R.GX.C.GSF.126] programmatically enable/disable alarms associated with applicable telemetry points.

· [R.GX.C.GSF.127] programmatically set the status of a telemetry point.

· [R.GX.C.GSF.128] retrieve a copy of the run-time instance of any telemetry point, including all values and attributes.

3.6.1.4 Run-time Telemetry Processing


The command and telemetry product shall:

· [R.GX.C.GSF.129] decommutate data structures received from the end item (via the Gateway Services Framework) according to the offline decommutation definition.

· [R.GX.C.GSF.130] update maintained current values of telemetry points if a significant change occurs.

· [R.GX.C.GSF.131] scale telemetered data items defined as "Analogs" using the scaling attributes defined in the static data representation.

· [R.GX.C.GSF.133] detect and report telemetry data updates that are exceed alarm limit bounds.

· [R.GX.C.GSF.134] continue to decommutate/process a received data structure if an error is encountered decommutating a single telemetry point.
· [R.GX.C.GSF.139] provide the capability to change a telemetered measurement to an active state.

· [R.GX.C.GSF.140] provide the capability to change a telemetered measurement to an inhibited state.
· [R.GX.C.GSF.221] provide the capability to configure the rate of significant changes on an individual telemetry measurement.
3.6.2 Command Processing
3.6.2.1 Run-time Authentication


3.6.2.1.1 Command Verification


The command and telemetry product shall verify the:

· [R.GX.C.GSF.141] correct format of the LCS command prior to issuing an end-item command.

· [R.GX.C.GSF.142] range of each applicable element of the command data structure prior to issuing an end-item command.
3.6.2.1.2 Command Validation


The command and telemetry product shall provide the capability to validate through an external interface the:

· [R.GX.C.GSF.143] logical source of the LCS command prior to issuing an end-item command.

· [R.GX.C.GSF.144] user source of the LCS command prior to issuing an end-item command.
3.6.2.2 Command Issuance 

3.6.2.3 Routing


· [R.GX.C.GSF.145] The command and telemetry product shall route the command to the appropriate end-item as defined in the static command data representation document.

3.6.2.4 Formatting


· [R.GX.C.GSF.146] The command and telemetry product shall format the command as defined in the static command data representation document.

3.6.2.5 Pre-requisite logic


· [R.GX.C.GSF.147] The command and telemetry product shall invoke the pre-requisite logic for any command as defined in the static command data representation document.

3.6.2.6 Command Reception


The command and telemetry product shall provide:

· [R.GX.C.GSF.148] a programmatic interface for receiving issued commands.

· [R.GX.C.GSF.149] the programmatic interface to block, waiting on receipt of a command.

· [R.GX.C.GSF.150] the option to block, waiting on receipt of commands for a specified duration.

· [R.GX.C.GSF.151] the option to not block to wait on receipt of commands.


3.7 Scripting Support

· [R.GX.C.GSF.186] The command and telemetry product shall provide a command and telemetry scripting interface.
· [R.GX.C.GSF.187] The command and telemetry scripting interface shall provide the ability to issue commands 

The command and telemetry scripting interface shall provide the ability to:

· [R.GX.C.GSF.188] obtain measurement values

· [R.GX.C.GSF.189] perform if-then-else comparisons.
· [R.GX.C.GSF.190] perform looping (while {…}).
· [R.GX.C.GSF.191] use local variables to hold measurement values.
· [R.GX.C.GSF.192] perform calculations using local variables.
· [R.GX.C.GSF.194] have access to a math library to support trigonometric and matrix calculations.

· [R.GX.C.GSF.195] set measurement values using the value of local variables.
· [R.GX.C.GSF.196] issue commands using the value of local variables.
· [R.GX.C.GSF.197] define input parameters for the scripts.
· [R.GX.C.GSF.198] return a local variable’s value to the initiator of the script.
· [R.GX.C.GSF.199] have one script to initiate execution of another script.
· [R.GX.C.GSF.200] have the caller of a script to wait to receive the results of the called script.
3.8 Performance

The command and telemetry product shall be capable of defining an aggregate of:

· [R.GX.C.GSF.157] 250000 command and telemetry entries.  

· [R.GX.C.GSF.158] 100000 telemetry changes per second.
· [R.GX.C.GSF.159] 70000 telemetry changes per second in a steady state (70%).

3.9 Platform Support

3.9.1 Operating System and Compiler Support

The command and telemetry product shall provide a development and runtime environment for:

· [R.GX.C.GSF.176] Sun Solaris version 8.0 or higher.

· [R.GX.C.GSF.177] IBM AIX version 5.3.

· [R.GX.C.GSF.179] Red Hat Enterprise Linux version 4.0 or higher.

3.10 Interfaces

3.10.1 Open Interfaces

The command and telemetry product shall provide programmatic:

· [R.GX.C.GSF.109] access to the operational status of the various processing elements that comprise the tool.

· [R.GX.C.GSF.110] notification of changes to the values or attributes of telemetry points.

· [R.GX.C.GSF.111] access to telemetry point value and attribute changes in the order they were received.

· [R.GX.C.GSF.112] read-write access to the current values of all defined telemetry points.

· [R.GX.C.GSF.113] read-write access to all attributes associated with all defined telemetry points.

3.10.2 Application Programming Interface and Language Support 

The command and telemetry product shall provide a reentrant C or C++ API compatible with the ANSI/ISO C99 standard or higher and the ISO/IEC standard for C++ 14882:2003 or higher for:

· [R.GX.C.GSF.183] defining, accessing, and modifying the command and telemetry definitions.

· [R.GX.C.GSF.184] accessing and updating sample values.

· [R.GX.C.GSF.185] initiating and receiving commands. Online User Documentation and Help System Requirements
3.10.3 Execution of LCS Custom code

· [R.GX.C.GSF.223] The command and telemetry product shall provide the capability to initiate/execute LCS software binaries.
3.11 Applicable Standards

3.11.1 NASA Constellation Programmatic Standards

The Constellation program has defined a set of interoperability standards, the command and telemetry product should at a minimum be compliant with the requirements contained in the Command, Control, communication, and information (c3i) interoperability standards book volume 4: Information Representation Specification CxP70022-04 Rev B as referenced in the following section.

3.12 XML Telemetric and Command Exchange (XTCE)

Consultative Committee for Space Data Systems (CCSDS) and Object Management Group’s specification for the XML Telemetric and Command Exchange (XTCE) http://www.omg.org/space/xtce/
[R.GX.C.GSF.108] The command and telemetry product shall be able to build its static telemetry and command data representation from an XML Telemetric and Command Exchange formatted source.
Verify this is the correct version before use.
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