EXHIBIT A-4
REPRESENTATIVE TASK ORDERS (RTOs)

RTO #4   HIGHLY AVAILABLE ORACLE DATABASE 

NASA Headquarters (HQ) has assumed responsibility for a standalone offsite facility where analysis is performed in support of a special Headquarters project. The site has an Oracle 8i database system operating on an old SUN E 4500 server with four processors and 2 GB of RAM.  The size of the Oracle database is 500GB, with the storage device internal to the server.  The current OS is Solaris 8.  The database system is shutdown for 8 hours every weekend for cold backups.

There is a dedicated backup network in the current infrastructure connected by GigE copper to the SUN E 4500 server containing the database, plus three “other” old SUN E 4500 servers.  A Spectra 20K tape library system, containing four AIT-4 tape drives, is used to backup all four SUN E 4500 servers. A dedicated backup server connected directly to the tape library is used to control the automated tape backup process. The three “other” database servers use a combined total of 12 TB of an aging SUN T-3 Storage RAID 5, largely for engineering drawings and graphics files.  Because of the considerable size of data, it is impractical to use internal storage, thus external storage is utilized. 

A high-level diagram of the architecture described above is shown in FIGURE 1.

HQ has a requirement to replace the four old SUN E 4500 servers and the SUN T-3 Storage RAID 5 because of the difficulty in maintaining them effectively. Also, to reach an acceptable level of availability on the weekends, HQ has a requirement to reduce the downtime for database backups from 8 hours to 30 minutes or less.

Phase I of the requirements assessment shall include the following:

· Recommendation for a storage system to replace the SUN T-3 Storage RAID 5, including a recommendation, with pros and cons, as to whether all four SUN E 4500 servers should share the replacement storage system.  

· Three options for a highly available Oracle Database system, with a cost-benefit analysis for each of the three options and each option ensuring 99.99% or better uptime availability. A high-level diagram of each optional system shall be provided.

· Recommended option for the highly available Oracle database system, with reasons for that choice. 

· A migration strategy from the described current architecture to the recommended architecture.

The new system will continue to operate at the offsite facility.  All recommendations shall be in conformance with the NASA Enterprise Architecture (http://www.hq.nasa.gov/office/codea/codeao/architecture.html).
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                                                    FIGURE 1

