REPRESENTATIVE TASKS


There are 5 Representative Tasks.  Each represents 1 year’s worth of work.  The Representative Tasks are not necessarily identical to the corresponding tasks in the SOW.  The Offeror shall respond to each Representative Task for the purposes of cost and manpower estimates.  Manpower shall be broken down by type of personnel and how many man-years of each person’s time are needed, for one year only of the 5-year lifetime of this contract.  The particular year is specified in each Representative Task.

REPRESENTATIVE TASK # 1

Precision Orbit Determination for Altimetry and Other Satellites (based on 1.4)

For the purposes of costing, assume that this Representative Task runs for Year 1 only of the contract.

Background:


 Satellites that carry a radar or a laser altimeter have stringent requirements to determine the orbit as precisely as possible.  The requirement for the JASON (and JASON-2) mission is 1 cm overall radial orbit error.  Over the 12 years of the TOPEX/Poseidon mission, the orbits have been determined to the level of 2 – 2.5 cm, as determined by a stringent set of tests and intercomparisons.  A number of factors come into play to determine the ease with which this goal can be met: (1) The fidelity of the force models, including the latest geopotential models; (2) the quality and distribution of the tracking data; (3) the feasibility of using empirical parameters in the orbit determination process.  In the absence of continuous tracking from a system such as GPS, the fidelity of the force models assume critical importance.  Altimeter crossovers serve as a valuable independent data type to gauge orbit quality, improve overall orbit determination in the absence of adequate global tracking data coverage (c.f., ERS-2, GFO)  and can aid in geopotential model improvement (e.g.  ERS-2, GFO).  The GFO spacecraft has two particular needs:  The requirement to develop medium orbit ephemerides on a daily basis from available data, and precise orbit ephemerides with a latency commensurate with user requirements.  

For the purposes of this representative task, it should be assumed that Topex/Poseidon will not be decommissioned in FY2006, and that Topex/Poseidon and GFO are otherwise healthy, except for the failure of the DORIS backup beacon on Topex/Poseidon. 

Technical Requirements
The contractor shall:

1. Process the SLR, Doppler, and altimeter crossovers for GEOSAT Follow-On. 

The daily medium precision orbits should use the SLR data collected up to at least 09:00 Washington DC time, the Tranet/Doppler data through 24:00 hrs (midnight) of the previous day, as altimeter crossovers over the period for which NOAA already has made the quick-access altimeter data available. An MOE arc of five days typically includes altimeter crossovers over the first three days, and SLR & Doppler data over the entire arc. Special provisions must be made after spacecraft maneuvers.  The precise orbits will include all available altimeter crossover data, SLR data and Doppler data and will have a latency of 2-3 weeks. The deliverables include the  medium precision orbits (delivered daily by FTP to NOAA and the US Navy no later than 18:00 hrs Washington DC time) and precise orbit ephemerides to satisfy user requirements at the US Navy and at NOAA. The delivered orbits will be in TOPEX/POE format, and include the inertial spacecraft positions,  and the earth-centered fixed spacecraft positions at a sampling of   60 seconds or less so that any interpolation error is less than 1.0 mm in total magnitude. A quality and data analysis report will be created for each MOE or POE orbit that is exported and this shall also constitute a deliverable.

2.
Compute precise orbit ephemerides for TOPEX/Poseidon SLR, altimeter crossover data, and/or GPS data.  Since the failure of the backup DORIS channel in November 2004, DORIS data are not available.  Deliver these orbits to the TOPEX project, with a latency of no more than 30 days.  Perform intercomparisons with orbits from the CNES and CSR. Perform validation checks using high elevation SLR data, altimeter crossover tests, and orbit overlaps. Intercompare SLR-only, SLR+Crossover-only, and/or SLR/GPS orbits.  The deliverables include: (1) the precise orbits delivered via FTP on a cycle by cycle basis to the Topex Project at JPL, and to the GSFC Unitree-Dirac FTP server with a latency of 30 days or less; (2) A quality analysis report describing the POD results for this arc. The delivered orbits will be in TOPEX/POE format, and include the inertial spacecraft positions, and the earth-centered fixed spacecraft positions at a sampling of 60 seconds or less so that any interpolation error is less than 1.0 mm in total magnitude.

3.
Compute orbits for Meteor3M, and deliver these orbits to users at NASA Langley. The precise orbits will be based on the SLR data. The deliverables will include: (1) the Meteor3M orbits in TOPEX/POE format; (2) A quality analysis report summarizing the POD processing for the arc. The delivered orbits will be in TOPEX/POE format, and include the inertial spacecraft positions,  and the earth-centered fixed spacecraft positions at a sampling of   60 seconds or less so that any interpolation error is less than 1.0 mm in total magnitude.

4.
Compute predicts for Meteor3M three times weekly and distribute these to the CDDIS and the SLR stations to facilitate tracking of this spacecraft. Verify delivery of predicts to the ILRS exploder and to the CDDIS.

5.
Compute predicts for GFO, and distribute these to the CDDIS and the SLR stations to facilitate tracking of this spacecraft.  Compute and distribute special predicts after GFO spacecraft maneuvers to allow the SLR stations to recover the spacecraft. Verify delivery of predicts to the ILRS exploder and to the CDDIS.

6.
Deliver the TOPEX and GFO precise orbits to NASA Altimeter Pathfinder, 

7.
Provide summaries of mission tracking performance for presentation at the ILRS annual meeting. Prepare a poster and presentation materials for the Topex/Jason Science Working Team Meeting summarizing the POD work on TOPEX & GFO.  Assume that the meeting takes place in Toulouse, France.

REPRESENTATIVE TASK # 2

ICESAT Science Standard Data Products   (based on 2.1)

For the purposes of costing, assume that this Representative Task runs for Year 2 only of the contract.

Background:


The purpose of this task is to provide software and processing related to ICESAT for the Cryospheric Sciences Branch(Code 614.1) of the Hydrospheric and Biospheric Sciences Laboratory (Code 614). 

Technical Requirements
The contractor shall:

1.
Maintain and improve the ICESAT routine level 1 and level 2 data processing.  Update the detailed specifications, and follow them when implementing changes to the processing system; knowledge of ICESat data products, usage and algorithms is essential for proper improvements to design and their implementation. Write test plans for the developed software, and follow them during the integration and software acceptance.  Write user guides to all software. Maintain the GLAS processing system on computer facilities located at GSFC/Greenbelt, which includes software within the GSFC ICESAT program to produce the standard products.  Support the operation and maintenance of the GLAS Instrument Support Facility (ISF).  

2.
Analyze the GLAS data products surface-slope/laser-return relationships, laser transmitter/receiver/optics characterizations, atmospheric dynamics, spacecraft attitude estimation, and topography.

3.
Maintain software to minimize reprocessing loads based on reasons for reprocessing such as orbit update, algorithm constant update, or single algorithm change.

4.
Insure all software follows a life cycle consisting of six phases: Requirements, Design, Code, Test, Corrections, and Operations.

5.
Develop all software using modern programming practices and techniques, such as Structured Programming, Data Flow Diagrams, Pseudo-Code, Structured English, Top-down Design and Testing, Prototyping, and Peer Reviews.  Write software in FORTRAN, C, and other languages as necessary. Develop in a networking environment consisting of Sun and HP computer systems, using the UNIX operating system, along with IBM PC compatible and Macintosh microcomputer systems. 

6.
Maintain a program library for production and engineering assessment software and related support software.  Contain in the library source code, object code, and test data for all the above software.  Include the documentation for this software and test data.  Develop and implement configuration control procedures for this program library.

7.
Compile and maintain a library of documents relevant to the projects effort.  Prepare and produce technical documents in support of the software development activities.

8.
Maintain control of the developed software using the Rational Software product ClearCase.

REPRESENTATIVE TASK # 3

Radar Altimeter Performance Analysis   (based on 2.2)
For the purposes of costing, assume that this Representative Task runs for Year 3 only of the contract.

Background:


The purpose of this task is to provide radar altimeter instrument performance analysis for the the Cryospheric Sciences Branch(Code 614.1) of the Hydrospheric and Biospheric Sciences Laboratory (Code 614). 

Technical Requirements
The contractor shall:

1.
Provide a long-term trend analysis report of the TOPEX, Jason and GFO altimeter instrument and the various data products height, sea state, and sigma naught and with instrument engineering data to provide calibrations to the technical monitor. Maintain and update multi year databases of performance. Update the altimeter websites monthly for the user community.

2.
Provide software and algorithm maintenance support for the radar altimeter calibration and the Engineering Assessment Software.

3.
Provide a long-term trend analysis of the instrument and the various data products such as height, sea state, and sigma naught and with instrument engineering data to provide calibrations to the technical monitor. Maintain and update multi year databases of performance. The contractor shall be responsible for automatically daily updating the website for the user community

4.
Provide software maintenance for general workstations and their associated network (OSBNET). Provide expertise in UNIX operating systems, specifically centered towards SUN OS and Internet under TCP/IP protocol; OSBNET is composed of UNIX workstations, X-terminals, PCs, and Macintoshes working through Ethernet for sharing resources such as Network File System (NFS) disks and printers.  Provide expertise to maintain and upgrade these systems and functions to support projects and to enhance the capability to best perform the related research functions. Support  code 614.w property administration.

REPRESENTATIVE TASK # 4

GEODYN   (based on 3.1)
For the purposes of costing, assume that this Representative Task runs for Year 4 only of the contract.

Background:


Much of the computational effort of the Space Geodesy Laboratory is based on several pieces of software which have been developed within the Laboratory (or under its supervision) over a period of years.  This includes the GEODYN orbit determination and geodetic parameter estimation program.  All programs need professional maintenance (to be kept in good working order through changes in computer operating systems and changes in computing platforms).  In addition to that, the GEODYN program shall need continued development to include more capabilities in the areas of orbit dynamics, Earth dynamics and measurement modeling.  Some of this type of development may possibly be required for ORAN. ORAN is used for analysis of sensitivity of orbit solutions to various parameters.


The new algorithms developed for and put into GEODYN (and possibly ORAN) shall often be designed starting from a fairly general description of desired capabilities.  Many of the capabilities that have proven to be the most useful in GEODYN were conceived of, given a preliminary proof of concept, tested, and final implemented all within a six month period.  In some cases a potential capability may not turn out to be useful.  Because of this, it is sometimes useful to find quick ways to "patch‑in" a limited form of a capability so that testing can be done before further development is approved.

The GEODYN task requires the use and maintenance of programs which support GEODYN. The first of these programs, the GEODYN Pre-Processor (GPP), is used to prepare GEODYN source code for use on various computing platforms (see Technical Requirements below). The other support programs prepare files for input into GEODYN. The "BIH Tables" program converts ASCII information about Earth orientation, solar and magnetic flux into a compact binary file that GEODYN expects. There are also two programs which prepare accelerometry data for input into GEODYN. One program prepares an "external acceleration" file. External accelerations are used instead of accelerations computed by certain force models. The other accelerometry program converts the accelerometry into "tracking data" in the GEODYN II tracking data format.

The Space Geodesy Laboratory has used GEODYN on a variety of computing platforms. As new cost effective platforms become available, GEODYN and its support programs will be migrated to work on these platforms. The Space Geodesy Laboratory is currently using Sun-Blade workstations for most applications. For some larger applications, GEODYN is run on a multi-processor HP/Compaq AlphaSever SC45 computer at the NASA Center for Computational Sciences (NCCS) at the Goddard Space Flight Center. GEODYN has been optimized to generate large systems of least squares normal equations on this platform

Technical Requirements

The contractor shall:

1. In the area of upgrades:

Currently GEODYN is able to process two forms of altimetry: radar and laser. The measurement model used for both types was designed for first generation laser altimeters. The model rigorously accounts for the pointing of the altimeter (for radar altimetry the pointing is set to nadir). Altimeter crossover constraints formed inside GEODYN can exploit off nadir pointing and sloping terrain to extract information in the horizontal plane. This type of constraint equation requires information about each spot location near the crossover intersection along the ascending and descending passes that form the crossover. This information must be computed in chronological order. As a result the information about the first pass of the pair must be stored until the information about the second pass is available. In a run with many crossovers, this creates a memory management problem. Currently GEODYN simply allocates enough memory to store 1 pass for each crossover in a run. Less memory could be used with a more sophisticated scheme.

The memory management scheme for crossovers needs to be upgraded. This will be an essential part of exploiting imaging lidars with multiple beams.

2.
In the area of maintenance:


a. The GEODYN source code shall be maintained in a "Machine Independent Format" so that upon running it through a text editing program, a FORTRAN source can be obtained for the appropriate computing platform. The Space Geodesy Laboratory already has this text editing program (called the GPP) and shall make it available.


b. A new version of GEODYN shall be made 3 times per year. The following shall be made available on all of the required computing platforms:

                       Executable

                       Machine Independent Source

                       Object modules required to make the executable


c. Every GEODYN version shall be assigned a version number which shall appear as part of the standard print out of an execution.  It is essential that once a version has been released for general use that the version number shall uniquely identify the executable.  Any fix or upgrade to a version requires a new version (and version number).


d. The changes that were made to produce a version from the previous version shall be documented:

                        In a file maintained on each of the computing platforms.

                        In a section of comments somewhere in the machine independent source  of the version.


e. The naming conventions of executables, objects, source and for the directories where they are kept shall remain consistent.

f. Tracing down problems (debugging).  Verify that problems reported by users (3 times per month) are really software problems/bugs.  If so, the contractor shall resolve/fix any software problems that arise which would prevent on time, successful completion of the task.


g. Back ups of every released version shall be kept.  It is not necessary that they are immediately available, but they must be retrievable.


h. Update GEODYN documentation Volumes III and V for each new version. Volume III documents GEODYN user input control file. Volume V documents all other GEODYN input and output files.


i. Maintain Volume III  and Volume V documentation on a web site. 


j. Update monthly standard input files required by GEODYN as new data become available.  These files include Earth orientation files (polar motion and Earth rotation), solar and magnetic flux files and planetary ephemeris files.


k. GEODYN UNIX tar files shall be created upon request.  These tar files shall contain just about everything that would be required to get GEODYN running and tested on a particular platform. All files stored in the tar file shall be in ASCII format. The files shall include:


      (i) The GEODYN source code.



(ii)  Support files:

                          (planetary ephemeris in ASCII format

   
              (FORTRAN source to convert the planetary ephemeris to binary.

   
              (BIH/Flux file in ASCII format

   
              ( FORTRAN source to convert the polar motion/flux file to binary.


      (iii) Benchmarking files:

    
              (Sample gravity field

    
              (Tracking data in ASCII format

    
              (Instruction Card input to GEODYN that will reduce the tracking data

    
              (Script to run GEODYN

                          (Printed output from GEODYN consistent with all of the above.

                 l. Respond to problems (3 times per month) identified by the users of 

                    GEODYN. This is the highest priority. Each problem must checked

                    and, if verified as a legitimate problem, fixed.

REPRESENTATIVE TASK # 5

Crustal Dynamics Data Information System (based on 4.2) 

For the purposes of costing, assume that this Representative Task runs for Year 5 only of the contract.

Background:

The contractor shall support the Crustal Dynamics Data Information System (CDDIS), managed by the Solar System Exploration Data Services Office (Code 690.1).


The CDDIS staff is tasked by the geodynamics community to assist investigators with their data requirements.  The data services of the CDDIS consist primarily of receiving and archiving geodynamics and geophysics-related data on-line and cataloging these data in the CDDIS data base.  The CDDIS is responsible for the dissemination of these data to authorized NASA investigators and scientists participating in other global space geodesy programs.

The CDDIS operationally supports many international programs such as the International GNSS Service (IGS) and its pilot projects, the International Laser Ranging Service (ILRS), the International VLBI Service (IVS), the International Earth Rotation and Reference Systems Service (IERS), and the International DORIS Service (IDS).  The support of these programs requires timely availability of data holdings, typically within hours, and sometimes minutes, of receipt.


A majority of the data processing efforts, including data verification, distribution, reformatting, and special requests, will be performed on an operational CDDIS Linux server; limited efforts will continue on an older UNIX server.  These processes include special programs to read received data, summarize their contents, validate data contents, reformat the data if required, and archive the data to the appropriate disk area and backup media.  Efforts will continue on the porting of CDDIS processing software and data from UNIX to Linux.

Technical Requirements
The contractor shall:

1.
Provide data products on a routine basis (daily) and per request basis (3 per week) to space geodesy investigators including GPS and GLONASS data, satellite and lunar laser ranging (SLR and LLR) data, VLBI data base experiments, DORIS data, and data products.

2.
Maintain and verify the CDDIS database using the query language and programmatic interfaces of the Oracle Relational Data Base Management System (RDBMS).

3.
Process all GPS and GLONASS data (observation, navigation, meteorological files) received via network transmission, including data compression and decompression where required, data formatting to RINEX if necessary, data archiving to on-line disk areas, quality checking, data summarization, and loading of summary information into CDDIS database.  Make data available to the user community continuously within 15 minutes of receipt for daily data files, 5 minutes for hourly data files, and less than 5 minutes for high-rate data files.  Ensure timely archiving of all data sets.

4.
Process all SLR data (full-rate, field-generated normal points) received from cooperating institutions (European Data Center) and the NASA SLR support contractor (currently Honeywell Technical Services, Inc.).  Process the other data products received for archive in CDDIS.  Provide data quality and summary information for all data processed.  Merge daily normal point and full-rate SLR data into monthly files.

5.
Maintain the data archiving and processing software on the CDDIS UNIX and Linux servers.  Develop new automated routines to support the archiving and distribution of data sets in the Linux environment.

6.
Migrate any remaining software from UNIX environment to Linux.

7.
Generate Data Holdings Files (DHFs) of current GPS data for the GPS Seamless Archive Center (GSAC) program on a daily basis and also for other GPS data as required.

8.
Provide programs for the reformatting and analysis of data products.

9.
Maintain all software used to generate and verify CDDIS data products.  Incorporate enhancement software as required. 

10.
Load data and summary information into the CDDIS Oracle database and validate submitted data products.

11.
Attend approximately two domestic scientific meetings and/or one international meeting per year and make presentations on current and future CDDIS activities.

12.
Revise and enhance the CDDIS Standard Operating Procedures (SOP) manual yearly to contain up-to-date instructions for tasks performed by the CDDIS support staff.

13.
Generate quarterly reports for CDDIS data management and users describing the data activity of the project.

14.
Provide support to space geodesy investigators in accessing CDDIS (3 requests per week).

15.
Distribute selected hardcopy documentation.

16.
Document all programs, procedures, and CDDIS system activities.

17.
Apprise CDDIS government staff daily of any problems in data, processing of data, or with the various computer systems accessed by the support staff.

