DRAFT


Networked Space Data Communications

RESEARCH AND DEVELOPMENT

PERFORMANCE WORK STATEMENT

Purpose

This performance work statement specifies systems and software engineering activities associated with using COTS (Commercial Off The Shelf) hardware and software and standards providing secure end-to-end communications between instruments on the spacecraft and the investigator. 

These activities will target the research, development, and use of new and innovative technologies in advanced space communications, user interfaces, IT (Information Technology) security, network applications, intelligent engineering design systems, distributed systems and networking, client server and object-oriented architectures, and artificial intelligence.

Scope

The contractor shall provide services that encompass comprehensive support for research and development and engineering activities focusing on advanced ground, space-ground, ground-space, space-space, and spacecraft systems.  The contractor will be required to provide systems and engineering analysis, studies, designs, and development, definition of system architectural and operational concepts, development of system and software engineering tools, and prototype and testbed development and testing as applied to NASA missions and GSFC (Goddard Space Flight Center) systems related to secure, autonomous spacecraft operation, operator interaction and interfaces, data capture, information management, data archiving, data distribution, and local, wide area, and space/ground data communications of single spacecraft as well as spacecraft constellations. 

All activities are to support the earliest possible adoption of standard network communication technologies for NASA science missions as well as manned missions.  The primary objective is to introduce the Internet Protocol (IP) and standard data link technologies into the basic communication systems at ground stations and on-board spacecraft and other systems (e.g., lunar rovers).  Specifically, this includes engineering activities to demonstrate the feasibility and document the performance of IP-based communications for such space systems with realistic mission scenarios, and documentation of the end-to-end system concepts and functional components needed to implement IP in these systems.  Also included is ongoing work with groups within GSFC and industry to develop an industry-wide consensus on the concepts and components to be used to build and fly space missions using IP onboard and to the ground.

Some of the missions expected to use IP technologies will have elements at distances far beyond low earth orbit (e.g., spacecraft at the Earth-Moon L2 (Lagrangian Two) point).  IP-based communications technologies appropriate for “long-haul” applications will be identified, studied, prototyped, and analyzed for integration into the overall mission concepts for such missions.  Examples of this type of mission are the two lunar exploration probes described in the President’s 2004 Moon-Mars Exploration Initiative.

WORK AREAS

Data Distribution

Multicasting

Examine techniques (protocols and architectures) for seamless and efficient dissemination of large volumes of data in real-time directly from an instrument onboard a spacecraft to multiple (on the order of 100) users simultaneously), and from one spacecraft to/through others. 

This area of research will consider:

· IETF standard protocols that are at a minimum TRL (Technology Readiness Level) 3.

· Both reliable and non-reliable multi-file transfers selectable by user simultaneously

· Spacecraft-to-ground & spacecraft-to-spacecraft requirements

· Highly asymmetric bandwidth  (2kbps to 150Mbps) links and unidirectional links

· Intermittent connectivity (up to multi days) on the return channel 

Store and Forward

Examine techniques (protocols and architectures) for standardizing automated file store and forward services at tracking stations.

This area of research will consider:

· IETF (Internet Engineering Task Force) standard protocols that are at a minimum TRL 3.

· Support file delivery rate buffering services

· Providing virtual spacecraft-to-spacecraft communications with connection through the ground, assuming non-simultaneous contacts.

· Security aspects for both directions of data transfer

High Rate Data Communications Technology

Identify appropriate high-rate network and test equipment in collaboration with other GSFC organizations to ensure that components selected are relevant to multiple missions.  Input will be collected from current TDRSS (Tracking and Data Relay Satellite) Ka-band studies that looking into communication solutions to support data rates up to 1.5 Gbps at WSC (White Sands Complex).  Other information will be collected from personnel involved with the definition and design phases of future high-rate missions such at ST-9, JWST, SNAP (SuperNova Acceleration Probe), Reconnection And Microscale (RAM),  MAGNETIC TRANSITION REGION PROBE (MTRAP) (James Webb Space Telescope), and Transformational Communication. 

The general types of equipment to be selected and procured include:

· Network routers and switches with Gbps or 10 Gbps Ethernet interfaces

· LAN (Local Area Network) analyzers to monitor and analyze high-rate Ethernet interfaces

· SONET (Synchronous Optical Network) multiplexors with interfaces up to 2.4 Gbps

· SONET test equipment with interfaces up to 2.4 Gbps

· Channel simulators to provide controlled errors and delay in high-rate links

· Forward-error-correction coding equipment such at R/S (Reed/Solomon), TPC (Turbo Product Code), LDPC (Low Density Parity Check)

· High performance processors, network interfaces, data storage systems

The final equipment selection will be based on identifying components that both meet future mission test and analysis scenarios and integrate with each other in the simplest and most cost effective solution.  

All other facilities at GSFC where higher data rate technologies are available will be ascertained for inclusion in appropriate ways to minimize duplication of resources.  Code 930 (Earth and Space Data Computing Division) will provide ground-based high speed computer network expertise to define technology directions and support equipment selections.  NISN (NASA Integrated Services Network) and TDRSS Ka-Band development facilities will be consulted and capabilities coordinated for maximum cost-effectiveness to achieve the goal of an in-house capability to address future high data rate mission needs.

Identify COTS high-rate framing standards supported in ground network equipment that could be implemented onboard spacecraft and operate over space links (e.g. DVB (Digital Video Broadcasting), GFP (Generic Frame Protocol))

Automated Time Services

Time synchronization of spacecraft clocks with ground-based time standards has always been a tedious task. Clock offsets are determined manually by analysis of spacecraft timestamps, ground receipt times, and propagation delays. These offsets are then corrected by a manual command. Many future missions are now planning formation-flying constellations with very precise timing requirements for both navigation and science data. The manual methods in place today do not provide a scalable solution for constellations of spacecraft.

   The industrial world has seen its timing precision requirements increase with the advance of data communications network technology and robotic automation in factories, power plants, and laboratories. The development of automated time synchronization and distribution technology has followed these requirements and has resulted in a number of techniques for synchronizing large numbers clocks to very high precision.

   This task proposes to develop guidelines and parameter envelopes for using industrial time synchronization solutions both with remote time references and local GPS (Global Positioning System) references in the spaceflight environment. The plan for this work is as follows.

FY2004

Develop testbed for time synchronization studies

Establish working relationship with University of Delaware (the author of NTP (Network Time Protocol)) for collaborative testing of NTP.

Survey the industry and identify the appropriate time sync candidate protocols, which will include at a minimum NTP and PTP (Precision Time Protocol).

FY2005
Develop any software drivers or interfaces required to utilize these protocols in the typical spaceflight hardware/software environment.  

Use the testbed to establish the applicability of each candidate protocol over intermittent space links with typical BER (Bit Error Rate).

FY2006
Establish ranges of CPU (Central Processing Unit) speed, communications data rate, BER, and on-board clock stability required to maintain 1ms clock synchronization using these commercial protocols.

FY2007
Establish ranges of CPU speed, communications data rate, BER, and on-board clock stability required to maintain 50us clock synchronization using these commercial protocols.

Networking Technology   

Examine a new integrated communications system for use by all future NASA cislunar missions including robotic science missions, ISS (International Space Station), man rated reusable launch vehicles as well as Moon-based missions.  The overall communications vision is presented as an end-to-end system design and architecture based on Internet technologies to support a wide range of cost-effective communications options for handling voice, video, and data.  This architecture uses commercial communications technology to extend NASA’s terrestrial network capabilities into space and to enable new types of communications services.  It must be a low-cost, interoperable, scalable communications solution that provides commercially supported, standardized access among ground systems, NASA space systems, and DoD (Department of Defense) systems and meets NASA security regulations.  

This will include options for incorporating non-network traffic such as point-to-point circuits and isochronous traffic.

Current technology candidates for the architecture include the following:

· Physical/Data Link (ISO (International Standards Organization) layers 1/2)

· Wireless Ethernet (IEEE (Institute of Electrical and Electronic Engineers) 802.11b, 2.4 Ghz) 

· Wireless Ethernet (IEEE 802.11a, 5 Ghz) 

· Rad-hard 100 Mbps Ethernet 

· IP over HDLC (High Level Data Link Control) link (up to 51 Mbps) for voice, video, and data 

· IP over ATM (Asynchronous Transfer Mode) link (up to 155 Mbps) for voice, video, and data  

· Circuit emulation over ATM to support non-network traffic

· Ka-band transceiver to support future expansion needs

· Multiple transceiver options will be investigated for the various RF (Radio Frequency) links.  They will include the ITT LPT (Low Power Transceiver), the General Dynamics (Motorola) MMT (Multi-Mode Transceiver), the GSFC Ka-band transceiver, and the Wallops flight modem.

· Network/Security Protocols (ISO layer 3), e.g., IPSec (IP Security Protocol)

· Fault tolerance and reliability protocols (e.g. HSRP (Hot Standby Router Protocol) and other techniques for providing high reliability

· Multicast IP to provide multiple conference circuits 

· Mobile IP to automate ground-to-space route establishment

· Mobile routing to simplify adding/removing nodes during RLV (Reusable Launch Vehicle) operations

· IP header compression to reduce protocol overhead on constrained links

· IPsec and other encryption technologies for required levels of security

· Transport/Applications (ISO layers 4-7)

· Voice over IP for voice communication between EVA (Extravehicular Activity), IVA (Internal Vehicular Activity), vehicle, and ground systems

· Quality of service (RSVP (ReSerVation Protocol), ECN (Explicit Congestion Notification), etc.) options for needed quality of service

· Transport-level security options including VPN (Virtual Private Network) and SSL (Secure Socket Layer) or other NASA-approved security solutions

· Application level security options

· On-board clock synchronization via NTP (Network Time Protocol) and PTP (Precision Time Protocol)

· UDP-based reliable file transfer options such as MDP (Multicast Dissemination Protocol) and CFDP (CCSDS File Delivery Protocol) initially at 51 Mbps, and later at 155 Mbps

Final technology selections for the future communications architectures will be based on the results of the requirements and scenario identification and the technology analysis and validation tests performed.

Initial activities will focus on testing and validating the basic Internet technologies needed to provide IP connectivity among vehicle, IVA, EVA, payloads, and ground systems.

Data Communications Security

Evaluate future mission concepts that involve network connectivity among spacecraft, ground stations, and control centers, and examine IT security techniques that meet end-to-end addressability and secure network access requirements. These approaches must be consistent with NASA Policy Directive NPD (NASA Policy Directive) 2810.1 (1998), yet scalable to accommodate widely varying ranges in asset values and risk assessments.  It should incorporate not only typical spacecraft-to-ground data transfers, but also spacecraft-to-spacecraft data transfers.  It should also factor in the various open and mission classes of networks used across NASA.

Ensure participation by system engineers from advocate missions (e.g., GPM (Global Precipitation Measurement), MMS (Magnetospheric Multiscale), TDRSS DAS (Demand Access System), etc) in order to accurately capture the actual mission requirements.  Flight software (Code 582), Network Operational Support (Code 291), Enterprise IT Security (Code 297), Microwave & Comm Systems (Code 567), and Mission Services (Code 450) will review proposed candidate architectures in order to provide an overall ‘sanity check’ and insure that the architecture is reasonable and implementable within the constraints of the NASA environment.

This activity should evaluate the following technologies: IPSec, Secure Socket Layer (SSL), High Assurance IP Encryption (HAIPE), Mobile-IP/Mobile-Router, Virtual Private Networks (VPN), and IPv4/IPv6.

Task 1 – IP Handbook update

Complete Handbook version 1.0 to include all GSFC activities to date (CANDOS (Communications And Navigation Demonstration On Shuttle), GPM, etc.)

Task 2 – Network Time Synchronization Services

Examine COTS, network-based time synchronization services (e.g. NTP, PTP (IEEE 1588)) and identify candidates for future use onboard spacecraft to synchronize time with ground time references and/or other spacecraft


 - Characterize NTP versus processor speed, up- down rates, link BER, link intermittency


 - Evaluate Precision Time Protocol (PTP IEEE 1588) for use on space links

Identify COTS high-rate framing standards supported in ground network equipment that could be implemented onboard spacecraft and operate over space links (e.g. DVB, GFP), present selected COTS standards to CCSDS working group.

Complete Handbook version 2.0 to include automated network time synchronization services

Task 3 – Commercial High Rate Framing

Identify COTS high-rate framing standards supported in ground network equipment that could be implemented onboard spacecraft and operate over space links (e.g. DVB, GFP), present selected COTS standards to CCSDS working group

Complete Handbook version 3.0 to include commercial high rate framing technologies

Task 4 – MMS Autonomous Reliable File Delivery

The OMNI (Operating Missions as Nodes on the Internet) Project will perform a parametric study and provide a report detailing the optimum Telemetry packet  sizes to support the 4 phases of the MMS mission.

Task 5– SNIS

The Operating Missions as Nodes on the Internet (OMNI) project will provide engineering and consulting support to the Space Network IP Services (SNIS) project.  This support will include participation in:

· Concept development and technical design meetings

· Analysis and documentation of technical issues related to 

· Development of SNIS requirements 

· Preparation and presentation of SNIS System Requirements Review, September, 2004

Task 6

The OMNI Project will provide information and analysis based on its prior work with missions using IP services to support space missions.  This will include system engineering support in areas such as:

· Basic network addressing and routing concepts

· Fault tolerance and high network availability approaches

· Control and monitoring of network equipment

· Mobile Routing protocols

· Security protocols and their application to the SNIS

· File transfer protocols and operations concepts

· Automated file store and forward and rate buffering concepts

· Line outage recording

· Network time synchronization concepts

Deliverables 

	Complete Space Internet Handbook version 1.0
	Sept. 15, 2004

	Complete Space Internet Handbook version 2.0
	April 1, 2005 (draft)

Sept. 15, 2005 (final)

	Complete Space Internet Handbook version 3.0
	April 1, 2006 (draft)

Sept. 15, 2006 (final)

	Automated Time Services --
	

	A report describing the testbed configuration including calibration data that demonstrates the ability to measure synchronization errors to a precision of 1us.
	Sept. 15, 2004

	A report describing the protocols considered and the criteria by which the test candidates were selected.
	Sept. 15, 2004

	A report detailing the basic performance of each of the candidate protocols in the space communications environment.
	Aug. 15, 2005

	A report detailing the test cases performed and including nomographs defining envelopes for the above parameters to meet a 1ms synchronization spec.
	Aug. 15, 2006

	A report detailing the test cases performed and including nomographs defining envelopes for the above parameters to meet a 50us synchronization spec.
	Aug. 15, 2007

	MMS Parametric study on TLM (Telemetry) record sizes
	September 30,2004

	
	

	
	


General Instructions

For software development projects, deliverables will include an initial set of high-level requirements and an operations concept.  Following approval, systems should be developed under the spiral methodology unless otherwise noted.   Prototypes are expected to be made available for review and feedback under an agreed upon schedule.  The prototypes should be designed to become operational in support of future missions, should maximize use of existing OTS (Off the Shelf) technology and standards, and should be interoperable with other mission components.  The contractor is responsible for testing and verification of all delivered products.  Software delivered shall include all source code and standard documentation.

Travel & Training

Travel for at least 4 trips to conferences to present papers will be required.  Additional travel will be required for this task to support attendance at NASA-wide technical meetings.  This is expected to require at least 4 more trips.  

Work Location

This work shall be performed at both GSFC and contractor facilities.

The following list summarizes the major components in the testbed that are in place and ready for immediate use for prototyping and testing communications solutions:

· Wide range of CPUs and operating systems

· 20 Mhz 386, 100 Mhz 586, PPCs, up to 700 Mhz 64-bit SPARC III 

· VxWorks, Linux, Solaris, Windows 98/NT/2000, MacOS

· LAN interfaces  - 10/100/1000 Mbps Ethernet, Firewire, Wireless Ethernet

· Serial interfaces - HDLC framing at rates up to 10 Mbps

· Eight routers with a mixture of 10/100/1000 Mbps Ethernet interfaces and serial interfaces of 2 Mbps, 8 Mbps, and 51 Mbps with expansion capabilities to 155 Mbps.

· Latest Cisco router firmware capable of supporting all of the state-of-the-art protocols being developed for the Internet (i.e., Mobile IP, IPsec, Explicit Congestion Notification, Quality of Service, Header Compression, Voice over IP, and many more)

· Satellite channel simulator with a range of interfaces supporting data rates up to 51 Mbps and 155 Mbps.

· Test equipment for capturing and analyzing the full range of Internet protocols on serial links, Ethernet LANs, and wireless Ethernet links

Work on this task will be performed using testbed systems and resources located at GSFC in the existing OMNI lab.  These systems consist of PC, Macintosh, and Sun workstations, as well as single-board computers in PC-104 and compact-PCI chassis.  The listed deliverables, and other deliverables that fall within the defined scope, will entail the using, within the testbed, a range of operating systems including Windows, Mac-OS, Solaris, Linux, VX-Works, and RTLinux.  Work will also involve extensive applications of network devices, network monitoring and analysis software, and test equipment, including routers, LAN analyzers, serial WAN (Wide Area Network) analyzers, and channel simulators.  The testbed systems will be integrated with other missions and organizations at Goddard Space Flight Center, including flight software and flight projects systems in full conformance with NASA security regulations and policies.  Activities will include statistical and mathematical analysis and application of CCSDS, TDM (Time-Division Multiplexing), NASCOM (NASA Communications), and Internet protocols.  Activities will also include support of spacecraft design, spacecraft operations, and subsystem health & safety management. 

Reporting Requirements

The contractor shall place monthly status reports in a designated location on the World Wide Web, and shall notify the COTR (Contracting Officer Technical Representative) of their availability via e-mail.  They shall also provide monthly financial statements of actual monthly cost and projected monthly cost by work area.  The report should be by both dollars and hours.

ACRONYMS AND ABBREVIATIONS -- 

ATM – Asynchronous Transfer Mode

BER – Bit Error Rate

CANDOS – Communications And Navigation Demonstration On Shuttle

CCSDS – Consultative Committee on Space Data Systems

CFDP – CCSDS File Delivery Protocol

COTR – Contracting Officer Technical Representative

COTS – Commercial Off The Shelf

CPU – Central Processing Unit

DAS – Demand Access System

DoD – Department of Defense

DVB – Digital Video Broadcasting

ECN – Explicit Congestion Notification
EVA – Extravehicular Activity

GFP – Generic Frame Protocol

GPM – Global Precipitation Measurement

GPS – Global Positioning System

GSFC – Goddard Space Flight Center

HAIPE – High Assurance IP Encryption

HDLC – High Level Data Link Control

HSRP – Hot Standby Router Protocol

IEEE – Institute of Electrical and Electronic Engineers

IETF – Internet Engineering Task Force

IP – Internet Protocol

IPSec – IP Security Protocol

ISO – International Standards Organization

ISS – International Space Station

IT – Information Technology

IVA – Internal Vehicular Activity

JWST – James Webb Space Telescope

L2 – Lagrangian Two (one of five Lagrangian points in a two-body system)

LAN – Local Area Network

LDPC – Low Density Parity Check

LPT – Low Power Transceiver

MDP – Multicast Dissemination Protocol

MMS – Magnetospheric Multiscale
MMT – Multiple Mirror Telescope; Multi-Mode Transceiver
NASCOM – NASA Communications

NISN – NASA Integrated Services Network

NPD – NASA Policy Directive

NTP – Network Time Protocol

MTRAP-MAGNETIC TRANSITION REGION PROBE 

OMNI – Operating Missions as Nodes on the Internet

OTS – Off the Shelf

PTP – Precision Time Protocol

RAM - Reconnection And Microscale
RF – Radio Frequency

RLV – Reusable Launch Vehicle

RSVP – ReSerVation Protocol

R/S – Reed/Solomon

SONET – Synchronous Optical Network

SNAP – SuperNova Acceleration Probe

SNIS – Space Network IP Services

SPP – Science Power Platform

SSL – Secure Socket Layer

TDM – Time-Division Multiplexing

TDRSS – Tracking and Data Relay Satellite

TLM -- Telemetry

TPC – Turbo Product Code

TRL – Technology Readiness Level

UDP – User Datagram Protocol

VPN – Virtual Private Network

WAN – Wide Area Network

WSC – White Sands Complex

