INTEGRATED SAFETY DATA FOR STRATEGIC RESPONSE (ISDSR) REQUIREMENT–HIGHLIGHTS #4

BACKGROUND DATA ON THE DISTRIBUTED NATIONAL FLIGHT OPERATIONS QUALITY ASSURANCE (FOQA) ARCHIVE

The information below provides background information and work being accomplished under the current Aviation System Monitoring and Modeling (ASMM) contract, NNA05AC07C.

Distributed National FOQA Archive (DNFA)

Specifications to Incumbent Contractor

All software necessary to the DNFA and shall be completed, delivered, and installed on servers provided by NASA. (Described below as “Software.”) Analysis capabilities of this software shall include: 

· Search for defined events
· Calculation of aggregate distributions for snapshots routinely produced within airlines which implies ability to

· derive parameters
· calculate statistics and display parameter and statistic distributions at or between routine events in flight

· include weather information recorded by vendor 

· Viewing of parameter traces of selected individual flights on their local server

· Exporting of selected parameters from selected flights to visualization tools (i.e., traffic or 3-D trajectory)

Servers ready for deployment to at least 10 participating airlines shall be delivered. (Described below as “Server Configuration” and “Server Delivery.”)

This document provides further guidance for the following responsibilities:

Software Architecture. Software architecture and standards by which DNFA software will be designed and implemented shall include standards for performance and documentation and any assumptions made concerning networking functionality, bandwidth, configuration, or security.

Servers. Hardware, performance, and storage requirements for the central and local DNFA servers shall be specified. These specifications shall ensure security provisions acceptable to airline participants, such as dual network cards to isolate the DNFA network from vendor ground stations connected to each local server. NASA will acquire servers meeting these specifications and deliver them to the Contractor for development, testing, and configuration. The Contractor shall specify a date by which servers must be delivered to its Mountain View offices to ensure completion of DNFA tasks by the close of this contract.

Software. All software necessary to the following functions shall be completed, in accordance with the architecture and standards described above:

Loader. The Loader shall import on each local server de-identified flight data in a standard format pushed from the vendor’s ground station. The Contractor shall collaborate with NASA and two FOQA vendors (SAGEM and Austin Digital) to specify the standard format. Each parameter shall be supported at the rate measured by each airline and fleet. The Loader shall check incoming flights for updates to previously loaded data that would otherwise result in duplicate flights. The Loader shall filter data to ensure valid data quality, excluding from data files values and changes in values that exceed subject matter expert and empirical observations of valid values. Filtering shall be designed for a single standard per parameter across flight phases upon software delivery, but shall include functionality to support future implementation of within-phase filters. The Loader shall store data in a format supporting efficient use by Viewer, Pattern Search, and Distribution and Statistics functions described below. The Loader shall derive a set of to-be-determined parameters (such as energy state and indices) for each flight when uploaded on each local server, and allow the calculation of new derived parameters for all flights on each local server when commanded from the central server. The Contractor shall ensure that the selected data format supports efficient use by future implementation of flight signature generation, atypicality analysis, and cluster analysis.

Viewer. The viewer shall be implemented on each local server. Viewer execution on the central server shall call up the viewer and associated functions for one flight and its parameters, routine events, and search module markers (where applicable) on its local server. Viewer execution from the central server, thus, looks at data on the local server, but does not transport the data file to the central server, nor reveal airline or flight-identifying information to the user. The viewer shall display any selected list of parameter traces, marked with routine events and module hits (when the viewer is called from a pattern search flight list). The viewer shall present a default set of parameters for each flight phase and allow selection of additional sets for each ATA Chapter. The viewer shall allow the user to add or delete parameters for each use. The viewer shall allow single-click export of the active flight to an airspace visualization tool (GRADE, from ATAC Corporation, or equivalent to be specified by the Contractor) installed on the local server.

Flight lists. NASA perceives flight lists to be a core product of archive use. Pattern Search and Distribution and Statistics tools shall produce flight lists on both local and central servers, and functionalities should generalize across these lists. Flight lists shall be available for filtering, statistics generation, and export. Flight lists shall consist of flights selected by a search or analysis, along with the month of flight, departure and arrival station, and aircraft type. Flight lists shall allow the central server to access an individual flight on its local server, but shall not reveal airline or flight-identifying information to the user. Flight lists shall allow sorting by flight characteristics. Selection of an individual flight from a flight list calls the viewer on the local server from which the flight originated, as described above. Flight lists shall be editable to delete any selection of individual flights by the user. Flight lists shall be usable to filter any other analysis report.

Pattern Search. The Pattern Search tool shall allow a user of the central server to define modules and patterns. When a pattern is executed, the central server shall send search instructions to each local server. Each local server shall execute a search and return a flight list for flights meeting search criteria amended with the number of search module criteria met. (The local server shall retain a log of each requested search and generated flight list for review by local airline personnel. Functionalities of the local flight list shall be the same as the aggregate flight list, but contain only flights on that local server.) Each local archive server shall forward its flight list to the central server. The central server shall generate an integrated flight list, but shall not reveal airline or flight-identifying information to the user. The edited integrated list shall be usable to filter any other analysis. Pattern Search software shall be compatible with future implementation of searches generated from and returned to any local server.

Distribution and Statistics. This tool shall generate distributions and statistics at or between any selected routine events, given a selection of month range, aircraft type(s), departure/arrival stations, and parameters from the central server. When a selection is executed, the central server shall send instructions to each local server. Each local server shall calculate and forward to the central server statistics (and a flight list on which those statistics are based) necessary to allow integration of a report of all flights identified by the selection. (The local server shall retain a log of each distribution and statistics request and the forwarded flight list and report for review by local airline personnel. Functionalities of the local report and flight list shall be the same as the aggregate report and flight list, but contain only flights on that local server.) The central server shall produce statistics, distributions, and an integrated flight list on which they are based. Statistics shall include mean, median, standard deviation, values at each 10th percentile, and number of flights analyzed at each local server and combined at the central server. Selection of the flight list will call all functionalities associated with flight lists. Distribution and Statistics reports shall be filterable by Pattern Search flight lists to produce reports for selected flights and contrast with non-selected flights. Selecting any bin within a distribution shall produce a temporary flight list in a new window and make available all flight list functionalities. Distribution and Statistics software shall be compatible with future implementation of reports requested from and returned to any local server.

Multi-flight export. All flight lists shall be exportable to an airspace visualization tool. On each local server, local flight lists shall export latitude, longitude, altitude, and time (in Zulu, ignoring date) directly to the airspace tool. When export of a central server flight list is requested, the server shall send instructions to each local server to return latitude, longitude, altitude, and time (in Zulu, ignoring date) for each of its flights on the central list. The central server shall than export the integrated list to the airspace tool.

Server Configuration. The Contractor shall configure 10 local and one central server for operation of the DNFA. Local server configuration shall be complete to “plug and play” upon connection to the network and vendor ground station on each participating airline’s premises. The central server configuration shall be complete to “plug and play” on connection to the network. Documentation shall be sufficient to allow IT personnel at each airline to connect and activate each local server and NASA personnel to activate the central server.

Server Delivery. The Contractor shall deliver 10 local and one central server to NASA Ames Research Center.

