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1. INTRODUCTION

The NGST UMP metric software establishes a benchmark performance test for prospective Single Board Computers.  This software uses a “NGST-like” task that varies in size (number of instructions executed per task) and number of times the task is executed.  It is designed to measure overall CPU performance (low number of tasks with high number of instructions), Operating system overhead (high number of tasks with low number of instructions) and board design (cache loading and error detection and correction). 

1.1 Purpose

This document describes the procedure for running the NGST UMP metric test.

1.2 Scope

This document applies to the prospective Single board computer target for usage on the NGST ISIM.

1.3 Definitions, Abbreviations, and Acronyms

Definitions, acronyms, and abbreviations are contained in Appendix A of this document.

1.4 Reference Documents

The following documents listed here were used as a reference for this procedure.  Please refer to them for detailed information not included herein.

  
Tornado Users Guide Version 2.0
1.5 Document Overview

The document is separated into two major sections, Procedures for loading and running the tests and Test Data Analysis.

2. overall description 

This Users Guide is written under the assumption that the user is familiar with Tornado (see Tornado Users Guide).  Tornado will be used as the interface between the target computer and the host computer (a PC for example).  A Tornado shell is the basis for the communication and a simple terminal program connected to a serial port is used for the data output.

There are four parts to the test, where each part is an executable file:

Chip_Test_T10_L1np:  10 millisecond cycle no L1 cache purging.

Chip_Test_T10_L1p: 10 millisecond cycle with L1 cache purging prior to the next cycle.

Chip_Test_T20_L1np: 20 millisecond cycle no L1 cache purging.

Chip_Test_T20_L1p: 20 millisecond cycle with L1 cache purging prior to the next cycle.

Each test consists of a sequence of cases where each case uses a progressively larger task size.  This is done by increasing the size of an array processed by the task.  For each case, the software determines how many tasks of that size can be completed in the specified time cycle.  

The task size is increased linearly to a known maximum limit.  Once the limit is reached, the test is complete.

For each task size in the range of cases the following information is reported:

Task Array Size 

Tasks completed per cycle

Task transitions per second 

Total required task MIPS (task only- does not include task switch overhead)

To measure the effects of Error Detection and Correction on the board, the all four parts of the test are run twice, once with error detection and correction enabled and once with error detection and correction disabled.

The test analysis is performed by plotting Total required task MIPS versus Task Transitions per second.  An estimation of the y-intercept of the data set yields the maximum computational power of the CPU (low task overhead).  The slope of the estimation indicates the available computing potential lost to task switching.   NGST performance is estimated where the plotted line crosses 300 task transitions per second.
3. PROCEDURES 

This section of the document contains the actual procedures to execute the tests.

3.1 CPU Performance Test without EDAC

.  

3.1.1 Prerequisites

The following prerequisites are necessary for EACH test execution:

1) Tornado Shell on host connected to target

2) Test files available in a directory on host machine

3) Serial Connection to terminal with screen capture capability

4) Target has been reset

5) EDAC circuitry is DISABLED
3.1.2 Test 1:  10 Millisecond cycle No L1 purging

Step 1) Set system clock and time slice:

In the Tornado Shell enter:


sysClkRateSet 1000



Expected response:  value = 0 = 0x0


kernelTimeSlice(50)



Expected response:  value = 0 = 0x0

Step 2) Load the executable image:

In the tornado Shell enter:


cd “<full path to where the executable files are located>”



Expected response:  value = 0 = 0x0


ld < Chip_Test_T10_L1np



Expected response:  value = ####### = 0x########

Step 3) Run the test:

In the tornado Shell Enter:


sp rtsMain,”-URTS_DEBUG=quit”



The results of the program will be sent to the serial port.



At the end of the program an “End of Run” message is sent to the serial port.

Step 4) Save the serial port output for test analysis.

3.1.3 Test 2:  10 Millisecond cycle L1 Purging

Step 1) Set system clock and time slice:

In the Tornado Shell enter:


sysClkRateSet 1000



Expected response:  value = 0 = 0x0


kernelTimeSlice(50)



Expected response:  value = 0 = 0x0

Step 2) Load the executable image:

In the tornado Shell enter:


cd “<full path to where the executable files are located>”



Expected response:  value = 0 = 0x0


ld < Chip_Test_T10_L1p



Expected response:  value = ####### = 0x########

Step 3) Run the test:

In the tornado Shell Enter:


sp rtsMain,”-URTS_DEBUG=quit”



The results of the program will be sent to the serial port.



At the end of the program an “End of Run” message is sent to the serial port.

Step 4) Save the serial port output for test analysis.

3.1.4 Test 3:  20 Millisecond cycle No L1 Purging
Step 1) Set system clock and time slice:

In the Tornado Shell enter:


sysClkRateSet 1000



Expected response:  value = 0 = 0x0


kernelTimeSlice(50)



Expected response:  value = 0 = 0x0

Step 2) Load the executable image:

In the tornado Shell enter:


cd “<full path to where the executable files are located>”



Expected response:  value = 0 = 0x0


ld < Chip_Test_T20_L1np



Expected response:  value = ####### = 0x########

Step 3) Run the test:

In the tornado Shell Enter:


sp rtsMain,”-URTS_DEBUG=quit”



The results of the program will be sent to the serial port.



At the end of the program an “End of Run” message is sent to the serial port.

Step 4) Save the serial port output for test analysis.

3.1.5 Test 4:  20 Millisecond cycle L1 Purging

Step 1) Set system clock and time slice:

In the Tornado Shell enter:


sysClkRateSet 1000



Expected response:  value = 0 = 0x0


kernelTimeSlice(50)



Expected response:  value = 0 = 0x0

Step 2) Load the executable image:

In the tornado Shell enter:


cd “<full path to where the executable files are located>”



Expected response:  value = 0 = 0x0


ld < Chip_Test_T20_L1p



Expected response:  value = ####### = 0x########

Step 3) Run the test:

In the tornado Shell Enter:


sp rtsMain,”-URTS_DEBUG=quit”



The results of the program will be sent to the serial port.



At the end of the program an “End of Run” message is sent to the serial port.

Step 4) Save the serial port output for test analysis.

3.2 CPU Performance Test with EDAC

3.2.1 Prerequisites
The following prerequisites are necessary for EACH test execution:

1) Tornado Shell on host connected to target

2) Test files available in a directory on host machine

3) Serial Connection to terminal with screen capture capability

4) Target has been reset

5) EDAC circuitry is ENABLED
3.2.2 Test 1:  10 Millisecond cycle No L1 purging

Step 1) Set system clock and time slice:

In the Tornado Shell enter:


sysClkRateSet 1000



Expected response:  value = 0 = 0x0


kernelTimeSlice(50)



Expected response:  value = 0 = 0x0

Step 2) Load the executable image:

In the tornado Shell enter:


cd “<full path to where the executable files are located>”



Expected response:  value = 0 = 0x0


ld < Chip_Test_T10_L1np



Expected response:  value = ####### = 0x########

Step 3) Run the test:

In the tornado Shell Enter:


sp rtsMain,”-URTS_DEBUG=quit”



The results of the program will be sent to the serial port.



At the end of the program an “End of Run” message is sent to the serial port.

Step 4) Save the serial port output for test analysis.

3.2.3 Test 2:  10 Millisecond cycle with L1 purging
Step 1) Set system clock and time slice:

In the Tornado Shell enter:


sysClkRateSet 1000



Expected response:  value = 0 = 0x0


kernelTimeSlice(50)



Expected response:  value = 0 = 0x0

Step 2) Load the executable image:

In the tornado Shell enter:


cd “<full path to where the executable files are located>”



Expected response:  value = 0 = 0x0


ld < Chip_Test_T10_L1p



Expected response:  value = ####### = 0x########

Step 3) Run the test:

In the tornado Shell Enter:


sp rtsMain,”-URTS_DEBUG=quit”



The results of the program will be sent to the serial port.



At the end of the program an “End of Run” message is sent to the serial port.

Step 4) Save the serial port output for test analysis.

3.2.4 Test 3:  20 Millisecond cycle No L1 purging

Step 1) Set system clock and time slice:

In the Tornado Shell enter:


sysClkRateSet 1000



Expected response:  value = 0 = 0x0


kernelTimeSlice(50)



Expected response:  value = 0 = 0x0

Step 2) Load the executable image:

In the tornado Shell enter:


cd “<full path to where the executable files are located>”



Expected response:  value = 0 = 0x0


ld < Chip_Test_T20_L1np



Expected response:  value = ####### = 0x########

Step 3) Run the test:

In the tornado Shell Enter:


sp rtsMain,”-URTS_DEBUG=quit”



The results of the program will be sent to the serial port.



At the end of the program an “End of Run” message is sent to the serial port.

Step 4) Save the serial port output for test analysis.

3.2.5 Test 4:  20 Millisecond cycle with L1 purging

Step 1) Set system clock and time slice:

In the Tornado Shell enter:


sysClkRateSet 1000



Expected response:  value = 0 = 0x0


kernelTimeSlice(50)



Expected response:  value = 0 = 0x0

Step 2) Load the executable image:

In the tornado Shell enter:


cd “<full path to where the executable files are located>”



Expected response:  value = 0 = 0x0


ld < Chip_Test_T20_L1p



Expected response:  value = ####### = 0x########

Step 3) Run the test:

In the tornado Shell Enter:


Sp rtsMain,”-URTS_DEBUG=quit”



The results of the program will be sent to the serial port.



At the end of the program an “End of Run” message is sent to the serial port.

Step 4) Save the serial port output for test analysis.

4. Data Analysis

4.1 Performance Test Results

The serial port output contains all of the performance test data.

For each test  plot the “Total required Task MIPS” versus “Task transitions per second”.  Perform a numerical estimation of the data set to determine the y intercept of the data.

The y intercept is the total computational performance available to NGST tasks.

The slope of the data estimation indicates the task switch overhead.

Since NGST is expected to have around 300 task switches per second the MIPS available at 300 tasks switches will be the final measure of performance.  On high performance SBCs the UMP metric program may not even get to 300 task switches (it may be much higher than that).  

The data from the EDAC test enabled is used for NGST MIPS performance.  The average of the MIPS required at the 300 task switch data points will be the NGST performance measure.  If the test does not reach 300 task switches (the processor is high performance) then the last data points will be averaged and used for the overall NGST MIPS performance.

The raw printouts and the plots are required data deliveries.

Appendix A.  Abbreviation/Acronyms

	Abbreviation/Acronym
	Definition

	
	

	AC
	Availability of CC&DH

	ACS
	Attitude Control System

	AOSC
	Attitude and Orbit Control System

	C&DH
	Command and Data Handling

	CCSDS
	Consultative Committee for Space Data Systems

	CDT
	CC&DH Down Time

	CMD
	Command

	CMO
	Configuration Management Office(r)

	Comm.
	Communications

	CPU
	Central Processing Unit

	EDAC
	Error Detection and Correction

	ESD
	Electrostatic Discharge

	FPA
	Focal Plane Assembly

	FSM
	Fine Steering Mirror

	FSW
	Flight Software

	GSFC
	Goddard Space Flight Center

	HDBK
	Handbook

	I&T
	Integration and Test

	I/F
	Interface

	I/O
	Input/Output

	ICD
	Interface Control Document

	ID
	Identification

	IEEE
	Institute of Electronic and Electrical Engineers

	IRD
	Interface Requirements Document

	ISIM
	Integrated Science Instrument Module

	KAR
	Keep Alive Reset

	kbps
	Kilobits per second

	MB
	Megabytes

	MHz
	Megahertz

	MIPS
	Million Instructions Per Second

	MIR
	Mid Infrared

	ML
	Mission Life

	MTBF
	Mean Time Between Failures

	MTTR
	Mean Time To Repair

	NASA
	National Aeronautics and Space Administration

	NGST
	Next Generation Space Telescope

	NIR
	Near Infrared

	OS
	Operating System

	OTE
	Optical Telescope Element

	PC
	Personal Computer

	RQMT
	Requirement

	SBC
	Single Board Computer

	SCLK
	Spacecraft Clock

	SI
	Science Instrument

	SICS
	Science Instrument Control System

	SIR
	Software Initialization Reset

	SPEC
	Specification

	SRS
	Software Requirement Specification

	SSM
	Spacecraft Support Module

	SSR
	Solid State Recorder

	TLM
	Telemetry

	TSM
	Time in Safe Mode

	UMP
	It does not stand for anything – it’s just a name

	UTC
	Universal Time Correlation

	UTCF
	Universal Time Correlation Factor
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