Specifications for PR # 204924

Line item 1 – Cluster Compute (Client) Node:

This item is a rack –mounted dual-processor computer system custom built, burn-in tested, min 1 year parts & labor warranty,  per the following specification

1) System board (motherboard).  Quantity One (1).  The minimum requirements are:

a. Intel E7500 chipset including 

i. MCH memory control Adapter with four hub interfaces
ii. Two (2) P64H2 PCI-X 64-bit Hub 2.0

iii. ICH3 I/O controller hub

b. Six (6) PCI-X slots as follows

i. Two (2) 133MHz PCI-X

ii. One (1) 100 MHz PCI-X

iii. Three (3) 66 MHz PCI-X

iv. The PCI-X slots will be arranged in four (4) independent PCI-X channels

c. 400 MHz front Side Bus

d. Two (2) on-board Intel 82550 Fast Ethernet LANs 

e. Eight (8) DIMM slots arranged in four (4) pairs of two-way interleaved memory banks supporting 16 GB registered DDR ECC memory

f. On-board PCI graphics controller 8MB video memory

g. Wake-on-LAN

h. Dual EIDE ports with support for ATA/100 and UDMA

i. Floppy controller

j. CPU/Chassis temperature monitoring

k. CPU frequency setting changeable from BIOS setup

l. Hardware BIOS virus protection

m. BIOS with 4 MB Flash ROM, PnP, PCI 2.2, APM1.2, DMI 2.1, ACPI 1.0, SMBIOS 2.3

n. Two (2) Heat sinks/fans compatible with the processors

Justification: These requirements are needed for compatibility with the cluster hardware architecture, its future upgrade plans, Linux operating system and MPICH software and to exploit best current technology to maximize performance of the cluster.

Manufacturer:  Supermicro Model P4DPE

2) Processors

a. Quantity Two (2)

b. Intel Pentium 4 Xeon 2.2 MHz Dual with 512 K L2 cache CPU

c. Supports SSE2 instruction set

Justification: Compatibility with the system board, the cluster hardware architecture and Linux operating system. Cache size and speed rating to maximize performance with CFD applications.

SSE2 support needed for optimization.  Intel processor also required  to enable use of optimization option when using Intel Fortran compiler (this option works only with Intel processors).

Manufacturer: Intel  Model  Pentium 4 Xeon 2.2 MHz

3) Memory

a. Quantity Four (4)

b. 512 MB DDR ECC Registered PC266 Memory compatible with the system board

c. Must be lifetime guaranteed

d. Must be approved by the systemboard manufacturer

e. List for Supermicro P4DPE approved memory is available at URL http://supermicro.com/TECHSUPPORT/FAQs/Memory_vendors.htm
4) Case

a. Quantity One (1)

b. Rack mount case with rails and 6 ft power chord 

c. 4U form factor

d. 420 W power supply compatible with the systemboard’s electrical supply requirements

e. Hot-swap Cooling fan 

f. Must be compatible with the systemboard without modifications

g. Color black

h. Must be approved by systemboard manufacturer

Manufacturer; Supermicro  Model  SC742i-420 with rack mount & rail kit  CSE-PT26

5) Network interface cards (NICs)

a. Quantity Two (2). 

b. 10/100/1000 Gbit NIC

c. Intel  82544EI controller

d. 133 MHz 64 bit PCI-X, full wire performance

e. Install in PCI-x slots #5 and #6 (the 133 MHZ PCI-X slots, each on separate PCI-X channel)

Note slot # 1 is the closest to the edge of the systemboard
Justification: Intel controller is needed for known compatibility with Linux operating system and for compatibility with the cluster hardware architecture

Manufacturer: Intel  Model:  PWLA8490XT

6) Hard Drive EIDE

a. Quantity One (1)

b. EIDE 40 GB 7200 RPM ATA/100

c. Average Seek time 8.8 ms

d. Sustained data rate up to 47.5 MB/sec

e. Low power consumption: 6.2 W at Idle

Manufacturer: IBM Deskstar 120GPX series

Justification: Performance needed to maximize the cluster performance. IBM is known for its reliability.

7) Floppy drive

a. Quantity One (1)

b. 1.44 MB 3.5”

c. Color Black

Line item 2 – Cluster Master (Server) Node:

This item is a rack –mounted dual-processor computer system custom built, burn-in tested, min 1 year parts & labor warranty,  per the following specification

Note: This node is identical to the Compute (Client) Node (line item 1) with the following differences: Add on-board SCSI to systemboard, add CDROM, add SCSI hard drive, add 1 NIC.  See items underlined in underlined Blue.
2) System board (motherboard).  Quantity One (1).  The minimum requirements are:

a. Intel E7500 chipset including 

i. MCH memory control Adapter with four hub interfaces
ii. Two (2) P64H2 PCI-X 64-bit Hub 2.0

iii. ICH3 I/O controller hub

b. Six (6) PCI-X slots as follows

i. Two (2) 133MHz PCI-X

ii. One (1) 100 MHz PCI-X

iii. Three (3) 66 MHz PCI-X

iv. The PCI-X slots will be arranged in four (4) independent PCI-X channels

c. 400 MHz front Side Bus

d. Two (2) on-board Intel 82550 Fast Ethernet LANs 

e. Eight (8) DIMM slots arranged in four (4) pairs of two-way interleaved memory banks supporting 16 GB registered DDR ECC memory

f. On-board PCI graphics controller 8MB video memory

g. Wake-on-LAN

h. Dual EIDE ports with support for ATA/100 and UDMA

i. Floppy controller

j. CPU/Chassis temperature monitoring

k. CPU frequency setting changeable from BIOS setup

l. Hardware BIOS virus protection

m. BIOS with 4 MB Flash ROM, PnP, PCI 2.2, APM1.2, DMI 2.1, ACPI 1.0, SMBIOS 2.3

n. Two (2) Heat sinks/fans compatible with the processors

o. On-board SCSI controller AIC-7899 for dual channel Ultra160 SCSI

p. Adaptec 2000S RAID slot incorporated with 100 MHz PCI-X slot

Justification: These requirements are needed for compatibility with the cluster hardware architecture, its future upgrade plans, Linux operating system and MPICH software and to exploit best current technology to maximize performance of the cluster.

Manufacturer:  Supermicro Model P4DP6
3) Processors

a. Quantity Two (2)

b. Intel Pentium 4 Xeon 2.2 MHz Dual with 512 K L2 cache CPU

c. Supports SSE2 instruction set

Justification: Compatibility with the system board, the cluster hardware architecture and Linux operating system. Cache size and speed rating to maximize performance with CFD applications.

SSE2 support needed for optimization.  Intel processor also required  to enable use of optimization option when using Intel Fortran compiler (this option works only with Intel processors).

Manufacturer: Intel  Model  Pentium 4 Xeon 2.2 MHz

4) Memory

a. Quantity Four (4)

b. 512 MB DDR ECC Registered PC266 Memory compatible with the system board

c. Must be lifetime guaranteed

d. Must be approved by the systemboard manufacturer

e. List for Supermicro P4DPE approved memory is available at URL http://supermicro.com/TECHSUPPORT/FAQs/Memory_vendors.htm
5) Case

a. Quantity One (1)

b. Rack mount case with rails and 6 ft power chord 

c. 4U form factor

d. 420 W power supply compatible with the systemboard’s electrical supply requirements

e. Hot swap Cooling fan 

f. Must be compatible with the systemboard without modifications

g. Color black

h. Must be approved by systemboard manufacturer

Manufacturer; Supermicro  Model  SC742i-420 with rack mount & rail kit  CSE-PT26

6) Network interface cards (NICs)

a. Quantity Three (3) 

b. 10/100/1000 Gbit NIC

c. Intel  82544EI controller

d. 133 MHz 64 bit PCI-X, full wire performance

e. Install two NICs in PCI-X slots #5 and #6 (the 133 MHZ PCI-X slots, each on separate PCI-X channel) and One NIC in PCI-X slot #3 (66MHz PCI-X slot, separate channel then the others)

Note slot # 1 is the closest to the edge of the systemboard
Justification: Intel controller is needed for known compatibility with Linux operating system and for compatibility with the cluster hardware architecture

Manufacturer: Intel  Model:  PWLA8490XT

7) Hard Drive EIDE

a. Quantity One (1)

b. EIDE 40 GB 7200 RPM ATA/100

c. Average Seek time 8.8 ms

d. Sustained data rate up to 47.5 MB/sec

e. Low power consumption: 6.2 W at Idle

Manufacturer: IBM Deskstar 120GPX series

Justification: Performance needed to maximize the cluster performance. IBM is known for its reliability.

8) Floppy drive

a. Quantity One (1)

b. 1.44 MB 3.5”

c. Color Black

8) CDROM

a. Quantity One (1)

b. X52 speed

c. Color Black

9) Hard drive SCSI

a. SCSI 73 GB 10,000 RPM Ultra 160  68 pin

Manufacturer: IBM 73LZX series
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