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Appendix A.  Glossary 

Appendix A is a glossary of terms widely used in the EOS Program.

	Affiliated Data Center (ADC)
	A facility not funded by NASA that processes, archives, and distributes Earth science data useful for Global Change research, with which a working agreement has been negotiated by the EOS program.  The agreement provides for the establishment of the degree of connectivity and interoperability between EOSDIS and the ADC needed to meet the specific data access requirements involved in a manner consistent and compatible with EOSDIS services.  Such data-related services to be provided to EOSDIS by the ADC can vary considerably for each specific case.

	Algorithm
	Software delivered to the SDPS by a science investigator (PI, TL, or II) to be used as the primary tool in the generation of science products.  The term includes executable code, source code, job control scripts, as well as documentation.

	Ancillary Data
	Data other than instrument data required to perform an instrument’s data processing.  They include orbit data, attitude data, time information, spacecraft engineering data, calibration data, data quality information, and data from other instruments.


	Attitude Data
	Data that represent spacecraft orientation and onboard pointing information.  Attitude data includes:

· Attitude sensor data used to determine the pointing of the spacecraft axes, calibration and alignment data, Euler angles or quaternions, rates and biases, and associated parameters.

· Attitude generated onboard in quaternion or Euler angle form.

· Refined and routine production data related to the accuracy or knowledge of the attitude.


	Averaging
	Standard data averaging involves extraction from a data granule of aggregate pixels formed by numerically averaging the N adjacent pixels in each of one or more dimensions of the granule.  The number of pixels in each dimension to be averaged is characterized by the value of “N.”

	Baseline Activity Profile


	A schedule of activities for an instrument that has activities that are routine and repetitive.


	Batch and Incremental Scheduling
	Two modes of scheduling.  Batch scheduling is the automatic scheduling of a full set of events.  Incremental scheduling is interactive scheduling of selected events.  For example, the initial generation of a schedule might use batch scheduling, while the addition of a single event with the desire to avoid perturbing previously scheduled events might use incremental scheduling.

	Browse Data Product
	Subsets of a larger data set, other than the directory and guide, generated for the purpose of allowing rapid interrogation (i.e., browse) of the larger data set by a potential user.  For example, the browse product for an image data set with multiple spectral bands and moderate spatial resolution might be an image in two spectral channels, at a degraded spatial resolution.  The form of browse data is generally unique for each type of data set and depends on the nature of the data and the criteria used for data selection within the relevant scientific disciplines.

	Calibration Data
	The collection of data required to perform calibration of the instrument science data, instrument engineering data, and the spacecraft engineering data.  It includes pre-flight calibration measurements, in-flight calibrator measurements, calibration equation coefficients derived from calibration software routines, and ground truth data that are to be used in the data calibration processing routine.

	Catalog Interoperability
	Refers to the capability of the user interface software of one data set directory or catalog to interact with the user interface at another data set directory or catalog.  Three levels of Catalog Interoperability are recognized:

· Level 1 Interoperability – simple network interconnectivity among systems.

· Level 2 Interoperability – catalog systems can exchange limited search and user information.

· Level 3 Interoperability – catalog systems exchange standard search protocols.  This provides “virtual” similarity between different systems.


	Command and Data Handling (C&DH)
	The spacecraft Command and Data Handling subsystem which conveys commands to the spacecraft and research instruments, collects and formats spacecraft and instrument data, generates time and frequency references for subsystems and instruments, and collects and distributes ancillary data.


	Command Group
	A logical set of one or more commands which are not stored onboard the spacecraft and instruments for delayed execution, but are executed immediately upon reaching their destination on board.  From the perspective of the EOC, a preplanned command group is one that has been preprocessed by the Command Management Service and stored on the ground for later uplink, where a real-time command group has not undergone any preprocessing.

	Commercial Off-The-Self (COTS)
	“Commercial off-the-shelf” means a product, such as anitem, material, software, component, subsystem, or system, sold or traded to the general public in the course of normal business operations at prices based on established catalog or market prices (see FAR 15.804-3(c) for explanation of terms).

	Correlative Data
	Scientific data from other sources used in the interpretation or validation of instrument data products, e.g., ground truth data and/or data products of other instruments.  These data are not utilized for processing instrument data.

	Data Acquisition Request (DAR)
	A request for future data acquisition by an instrument(s) that the user constructs and submits through the IMS.


	Data Center
	A facility storing, maintaining, and making available data sets for expected use in ongoing and/or future activities.  Data centers provide selection and replication of data and needed documentation and, often, the generation of user tailored data products.


	Data Product Levels
	Data levels 1 through 4 as defined in the EOS Data Panel Report.  Consistent with the CODMAC and ESADS definitions:

· Raw Data – Data in their original packets, as received from the spacecraft and instruments, unprocessed by EDOS

· Level 0 – Raw instrument data at original resolution, time ordered, with duplicate packets removed

· Level 1A – Level 0 data, which may have been reformatted or transformed reversibly, located to a coordinate system, and packaged with needed ancillary and engineering data.

· Level 1B – Radiometrically corrected and calibrated data in physical units at full instrument resolution as acquired

· Level 2 – Retrieved environmental variables (e.g., ocean wave height, soil moisture, ice concentration) at the same location and similar resolution as the Level 1 source data

· Level 3 – Data or retrieved environmental variables that have been spatially and/or temporally resampled (i.e., derived from Level 1 or Level 2 data products).  Such resampling may include averaging and compositing

· Level 4 – Model output and/or variables derived from lower level data which are not directly measured by the instruments.  For example, new variables based upon a time series of Level 2 or Level 3 data

	Data Rate Profile
	Instrument's and subsystem's data rate requirements (e.g., recorder data rate) over a certain period of time.

	Data Set
	A logically meaningful grouping or collection of similar or related data.


	Data Set Documentation
	Information describing the characteristics of a data set and its component granules, including format, source instrumentation, calibration, processing, algorithms, etc.

	Detailed Activity Schedule
	The schedule for a spacecraft and instruments which covers a few days and is generated/updated daily based on the Instrument Activity List for each of the instruments on the respective spacecraft.  For a spacecraft and instrument schedule the spacecraft subsystem activity list needed for routine spacecraft maintenance and/or for supporting instruments activities are incorporated in the Detailed Activity Schedule.

	Direct Broadcast
	Continuous down-link transmission of selected real-time data over a broad area (non-specific users).

	Directive
	Flowdown of policy.

	Directory
	A collection of uniform descriptions that summarize the contents of a large number of data sets.  It provides information suitable for making an initial determination of the existence and contents of each data set.  Each directory entry contains brief data set information (e.g., type of data, data set name, time and location bounds).

	Distributed Active Archive Center
	An EOSDIS facility which generates, archives, and distributes EOS Standard Products and related information for the duration of the EOS mission.  An EOSDIS DAAC is managed by an institution such as a NASA field center or a university, per agreement with NASA.  Each DAAC contains functional elements for processing data (the PGS), for archiving and disseminating data (the DADS), and for user services and information management (elements of the IMS).

	ECS-Supported
	A hardware or software component that conforms to an ESDIS approved set of standards and has been fully tested by the ECS contractor.


	EDOS Production Data Sets
	Data sets generated by EDOS using raw instrument or spacecraft packets with space-to-ground transmission artifacts removed, in time order, with duplicate data removed, and with quality/accounting (Q/A) metadata appended.  Time span, number of packets, or number of orbits encompassed in a single data set are specified by the recipient of the data.  These data sets are equivalent to level zero data formatted with Q/A metadata.

For EOS, the data sets are composed of: 

· Instrument science packets

· Instrument engineering packets

· Spacecraft housekeeping packets

· Or onboard ancillary packets

with quality and accounting information from each individual packet and the data set itself and with essential formatting information for unambiguous identification and subsequent processing.

	EDOS Expedited Production Data Sets
	Data sets generated by EDOS using raw instrument or spacecraft packets from a single TDRSS acquisition session and made available for delivery to a user within 3 hours of receipt of the last packet in the session.  Transmission artifacts are removed, but time ordering and duplicate packet removal is limited to packets received during the TDRSS contact period.

	Engineering Data
	All data available on-board about health, safety, environment, or status of the spacecraft and instruments. 

· Spacecraft Engineering Data – The subset of engineering data from spacecraft sensor measurements and on-board computations

· Instrument Engineering Data – All non-science data provided by the instrument

· Housekeeping Data – The subset of engineering data required for mission and science operations.  These include health and safety, ephemeris, and other required environmental parameters

	Ephemeris Data
	(See Orbit Data)


	Expedited Data
	Data received during one TDRSS contact period which have been processed to Level 0 (to the extent possible for data from a single contact).  These are data that have been identified to EDOS as requiring priority processing.

	Facility Instrument
	An instrument defined by NASA as having broad significance to the EOS Program and provided by a designated NASA center or foreign agency.

	Granule
	The smallest aggregation of data that is independently managed (i.e., described, inventoried, retrievable).  Granules may be managed as logical granules and/or physical granules.

	Ground Truth
	Geophysical parameter data, measured or collected by other means than by the instrument itself, used as correlative or calibration data for that instrument data.  It includes data taken on the ground or in the atmosphere.  Ground truth data are another measurement of the phenomenon of interest; they are not necessarily more “true” or more accurate than the instrument data.

	Housekeeping Data
	(See Engineering Data)

	Incremental Scheduling In Situ Data
	(See Comprehensive and Incremental Scheduling) (See Ground Truth)

	Institutional Facilities or Elements
	Facilities established by an institution that take on some responsibility in support of EOSDIS, or elements of the EOSDIS that function as part of an institution, and represent both EOSDIS and the programs, goals and purpose of the institution.

	Instrument Activity Deviation List
	An instrument's activity deviations from an existing instrument activity list, used by the EOC for developing the detailed activity schedule.

	Instrument Activity List
	An instrument's list of activities that nominally covers seven days, used by the EOC for developing the detailed activity schedule.

	Instrument Data
	Data specifically associated with the instrument, either because they were generated by the instrument or included in data packets identified with that instrument.  These data consist of instrument science and engineering data, and possible ancillary data.

	Instrument Engineering Data
	(See Engineering Data)

	Instrument Housekeeping Data
	(See Engineering Data)


	Instrument Micro-processor Memory Loads
	Storage of data into the contents of the memory of an instrument’s microprocessor, if applicable.  These loads could include microprocessor-stored tables, microprocessor-stored commands, or updates to microprocess or software.

	Instrument Resource Deviation List
	An instrument's anticipated resource deviations from an existing resource profile, used by the EOC for establishing TDRSS contact times and building the preliminary resource schedule.

	Instrument Resource Profile
	Anticipated resource needs for an instrument over a target week, used by the EOC for establishing TDRSS contact times and building the preliminary resource schedule.

	Instrument Science Data Interdisciplinary Investigator Computing Facilities (IICF)
	Data produced by the science sensor(s) of an instrument, usually constituting the mission of that instrument. Project-provided facilities at interdisciplinary investigator locations used to pursue EOS-approved investigations and produce higher-level data sets.

	Investigator Working Group (IWG)
	A group made up of the Principal Investigators and research instrument Team Leaders associated with the instruments on a single spacecraft.  The IWG defines the specific observing programs and data collection priorities for a single spacecraft based on the guidelines from the IIWG.


	Level 0R (Landsat 7)
	Reformatted instrument data corresponding to an interval or sub-interval that are unrectified.  The product is reformatted which involve fixed and predefined integer pixel shifts.  Reformatting for the ETM+ includes: reversing the order of the reverse scan data, aligning the odd and even detectors, aligning the spectral bands, replicating (TBR) the LWIR data, and nominal alignment of the forward and reverse scans.  All manipulations are reversible.

	Long Term Spacecraft Operations Plan
	Outlines anticipated spacecraft subsystem operations and maintenance, along with forecasted orbit maneuvers from the FDS, spanning a period of several months.

	Long-Term Instrument Plan (LTIP)
	The plan generated by the instrument representative to the spacecraft’s IWG with instrument-specific information to complement the LTSP.  It is generated or updated approximately every six months and covers a period of up to approx. 5 years.


	Long-Term Science Plan (LTSP)
	The plan generated by the spacecraft's IWG containing guidelines, policy, and priorities for its spacecraft and instruments.  The LTSP is generated or updated approximately every six months and covers a period of up to approximately 5 years.

	Metadata
	Information about data sets which is provided to the ECS by the data supplier or the generating algorithm and which provides a description of the content, format, and utility of the data set.  Metadata may be used to select data for a particular scientific investigation.

	Off-Line
	Access to information by mail, telephone, facsimile, or other non-direct interface.

	On-Line
	Access to information by direct interface to an information data base via electronic networking.

	Operational Data
	Data created by an operational instrument (i.e., NOAA AMRIR).


	Orbit Data
	Data that represent spacecraft locations.  Orbit (or ephemeris) data include: Geodetic latitude, longitude and height above an adopted reference ellipsoid (or distance from the center of mass of the Earth); a corresponding statement about the accuracy of the position and the corresponding time of the position (including the time system); some accuracy requirements may be hundreds of meters while other may be a few centimeters.

	Payload
	Complement of instruments for a mission on a spacecraft or spacecraft.

	Preliminary Resource Schedule
	An initial integrated spacecraft schedule, derived from instrument and subsystem resource needs, that includes the NCC TDRSS contact times and nominally spans seven days.

	Preplanned Command Group
	(See Command Group)

	Preplanned (Stored) Command
	A command issued to an instrument or subsystem to be executed at some later time.  These commands will be collected and forwarded during an available uplink prior to execution.

	Principal Investigator (PI)
	An individual who is contracted to conduct a specific scientific investigation.  (An Instrument PI is the person designated by the EOS Program as ultimately responsible for the delivery and performance of Standard Products derived from an EOS Instrument Investigation.)


	Principal Investigator Computing Facility (PICF)
	Project-provided facilities at PI locations used to develop and maintain algorithms, produce data sets, and validate data.


	Principal Investigator Instrument Prototype Product
	An instrument selected pursuant to the EOS Announcement of Opportunity and provided by a PI at his home institution.  Data product generated as part of a research investigation, of wide research utility, requiring too much data or computer power for generation at the investigator SCF, and accepted as a candidate Standard Product by the IWG.  Prototype Products will be generated at DAACs, but their routine generation is not guaranteed and will not interfere with other Standard Product generation.

	Real-Time Command Group
	(See Command Group)

	Real-Time Data
	Data that are acquired and transmitted immediately to the ground (as opposed to playback data).  Delay is limited to the actual time required to transmit the data.

	Refined Orbit Data
	Orbit data that is computed on the ground, after data capture that is used to fill in gaps caused by data communications or other failures.

	SCC-Stored Commands and Tables
	Commands and tables which are stored in the memory of the central onboard computer on the spacecraft.  The execution of these commands or the result of loading these operational tables occurs sometime following their storage.  The term “core-stored” applies only to the location where the items are stored on the spacecraft and instruments; core-stored commands or tables could be associated with the spacecraft or any of the instruments.

	Science Processing Library
	The Science Processing Library (SPL) is a repository of software, contributed by scientists and other users, to which ECS will provide access in order to facilitate the reuse of software throughout the community.  This software is made available as it was contributed with ECS performing only a cataloging function to identify for users what is available.  ECS is not responsible for the validity or maintenance of the software contained in the Science Processing Library.

	Spacecraft Recorder Data
	Data that have been stored on-board the spacecraft for delayed transmission to the ground.


	Spacecraft Subsystems Activity List
	A spacecraft subsystem's list of activities that nominally covers seven days, used by the EOC for developing the detailed activity schedule.

	Spacecraft Subsystems Resource Profile
	Anticipated resource needs for a spacecraft subsystem over a target week, used by the EOC for establishing TDRSS contact times and building the preliminary resource schedule.

	Special Data Products
	Data products which are considered part of a research investigation and are produced for a limited region or time period, or data products which are not accepted as standard products.

	Standard Products
	(1) Data products generated as part of a research investigation, of wide research utility, accepted by the IWG and the EOS Program Office, routinely produced, and in general spatially and/or temporally extensive.  Standard Level 1 products will be generated for all EOS instruments; standard Level 2 products will be generated for most EOS instruments.

(2) All data products which have been accepted for production at a PGS, including (1) above as well as prototype products.  This may include browse data products that are generated as part of the product production process.

	Subinterval (Landsat 7)
	Continuous instrument data within one contact.  A segment of raw wideband data interval received during a Landsat 7 contact period.  Subintervals are caused by breaks in the wideband data stream due to communication dropouts and/or the inability of the spacecraft to transmit a complete observation (interval) within a single Landsat 7 contact period.

	Subsampling
	Standard subsampling involves extraction of a multi-dimensional rectangular array of pixels from a single data granule, where regularly-spaced, non-consecutive pixels are extracted from each array dimension.  For each dimension, the size of the pixel array is characterized by the starting pixel location, the number of pixels to extract, and the pixel-spacing between extracted pixels.


	Subsetting
	Standard subsetting involves extraction of a multi-dimensional rectangular array of pixels from a single data granule, where consecutive pixels are extracted from each array dimension.  For each dimension, the size of the pixel array is characterized by the starting pixel location and the number of pixels to extract.

	Target of Opportunity (TOO)
	A TOO is a science event or phenomenon that cannot be fully predicted in advance, thus requiring timely system response or high-priority processing.

	Team Member Computing Facilities (TMCF)
	Project-provided facilities at research instrument team member locations used to develop and test algorithms and assess data quality.

	Worldwide Reference System (WRS)
	A set of predefined grids related to instrument type and orbit. The Landsat WRS for Landsat 4, 5 and 7 is consistent.


Appendix B. Acronyms

Appendix B is a list of acronyms and abbreviations used in the requirements specification or the ECS Statement of Work.

A/C

Air Conditioning

AC

Atmospheric Chemistry

ACE

Advanced Composition Explorer

ACRIM
Active Cavity Radiometer Irradiance Monitor

AD

Applicable Document

ADC

Affiliated Data Center

ADCLS
Advanced Data Collection and Location System

ADEOS
Advanced Earth Observing Satellite

ADP

Automated Data Processing

ADPE

Automated Data Processing Equipment

AGS

Alaska Ground Station

AI

Artificial Intelligence

AIR

Airborne Imaging Radar

AIRS

Atmospheric Infrared Sounder

AIS

Automated Information Security

ALPEX
Alpine Experiment

ALT

Altimeter

AMEX

Australian Monsoon Experiment

AMRIR
Advanced Medium Resolution Imaging Radiometer

AMSR

Advanced Microwave Scanning Radiometer

AMSR-E
Advanced Microwave Scanning Radiometer - EOS

AMSU

Advanced Microwave Sounding Unit

Andes MIS
Andean Morphstectonic Information System

ANSI

American National Standards Institute

AO

Announcement of Opportunity

Ao

Operational Availability

AOL

Airborne Oceanographic Lidar

API

Application Programming Interface

ASAS

Advanced Solid-State Array Spectrometer

ASCII

American Standard Code for Information Interchange

ASTER
Advanced Spaceborne Thermal Emission and Reflection

AT

Acceptance Test

AVHRR
Advanced Very High-Resolution Radiometer

AVIRIS
Airborne Visible and Infrared Imaging Spectrometer

BDRFs
Bidirectional Reflectance Distribution Function

BER

Bit Error Rate

BIP

Background Information Package

BOD

Beneficial Occupancy Date

bps

Bits Per Second

C&T

Communications and Tracking

CAD

Computer Aided Design

CASE

Computer Aided Software Engineering

CCB

Configuration Control Board

CCRS

Canadian Centre for Remote Sensing

CCSDS
Consultative Committee for Space Data Systems

CDHF

Central Data Handling Facility

CDR

Critical Design Review

CDRD

Contract Data Requirements Document

CDRL

Contract Data Requirements List

CD-ROM
Compact Disk (Optical ), Read-Only Memory

CERES
Clouds and the Earth’s Radiant Energy System

CFS

Conflict-Free Schedule

CIESIN
Consortium for International Earth Science Information Network

CM

Configuration Management

CNES

Centre National D'Etudes Spatiales

CO

Contracting Officer

COARE
Coupled Ocean-Atmospheres Response Experiment

CODMAC
Committee on Data Management and Computation

COHMEX
Cooperative Huntsville Meteorological Experiment

COTR

Contracting Officer's Technical Representative

COTS

Commercial Off-The-Shelf

CPT

Contractor Provided Training

CPU

Central Processing Unit

CRC

Cyclic Redundancy Code

CRR

Capabilities and Requirements Review

CSA

Canadian Space Agency

CSIRO

Commonwealth Scientific and Industrial Research Organization

CSMS

Communications and System Management Segment

CSR

Consent to Ship Review

CWBS

Contract Work Breakdown Structure

CZCS

Coastal Zone Color Scanner

DAAC

Distributed Active Archive Center

DADS

Data Archive and Distribution System

DAR

Data Acquisition Request

DBM

Data Base Management

DBMS

Data Base Management System

DEM

Digital Elevation Model

DHF

Data Handling Facility

DID

Data Item Description

DIS

Draft International Standard

DMSP

Defense Meteorological Satellite Program

DoD

Department of Defense

DOM

Dissolved Organic Matter

DPM

Deputy Project Manager

DPP

Data Pedigree Review

DSA

Directory System Agent

EASE
Equal-Area Scalable Earth

EBnet

EOSDIS Backbone Network

ECMWF
European Centre for Medium Range Weather Forecasts

ECS

EOSDIS Core System

EDC

EROS Data Center

EDOS

EOS Data and Operations System

EGCM

Eddy-resolving General Circulation Model

EMOWG
EOS Mission Operations Working Group

EOC

EOS Operations Center

EOS

Earth Observing System

EOSAT
Earth Observing Satellite Company

EOSDIS
Earth Observing System Data and Information System

EOSP

Earth Observing Scanning Polarimeter

EPDS

Earth Probe Data System

ERIM

Environmental Research Institute of Michigan

EROS

Earth Resources Observation System

ERS

Earth Remote-sensing Satellite

ESA

European Space Agency

ESDIS

Earth Science Data and Information System

ESN

EOSDIS Science Network

ETM

Engineering Test Model

FAR

Federal Acquisition Regulation

FASINEX
Frontal Air Sea Interaction Experiment

FDS

Flight Dynamics System

FGGE

First Garp Global Experiment

FIFE

First ISLSCP Field Experiment

FIPS

Federal Information Publication Standard

FIRE

First ISCCP Regional Experiment

FLI

Fluorescence Line Imager

FOS

Flight Operations Segment

FOT

Flight Operations Team

FOV

Field of View

FSMS

File and Storage Management System

FST

Field Support Terminal

FTAM

File Transfer Access Method

FTP

File Transfer Protocol

GAC

Global Area Coverage

GAO

General Accounting Office

GB

GigaByte (109)

GCDIS
Global Change Data and Information System

GCMD
Global Change Master Directory

GEOSAT
Geodetic Satellite (Navy)

GEWEX
Global Energy and Water Cycle Experiment

GFE

Government Furnished Equipment

GHB

Goddard Handbook

GISS

Goddard Institute for Space Studies

GLA

Goddard Laboratory for Atmospheres

GLM

Geostationary Meteorological Satellite

GLOBAL
Global Backscatter Experiment

GMS

Geostationary Meteorological Satellite

GNMP

Government Network Management Profile

GOES

Geostationary Operational Environmental Satellite

GOMR
Global Ozone Monitoring Radiometer

GOSIP

Government Open System Interconnection Profile

GPS

Global Positioning System

GSFC

Goddard Space Flight Center

GWE

Global Weather Experiment

H/W

Hardware

HAPEX
Hydrological Atmospheric Pilot Experiment

HDF

Hierarchical Data Format

HiRDLS
High-Resolution Dynamics Limb Sounder

HIRS

High-Resolution Image Spectrometer

HIS

High-Resolution Interferometer Sounder

HRPT

High-Resolution Picture Transmission

HSB

Humidity Sounder for Brazil

HVAC

High Voltage Alternating Current

I&T

Integration and Test

IAS

Instrument Activity Specification

IAS

Instrument Assessment System

IATO

Independent Acceptance Test Organization

ICC

Instrument Control Center

ICD

Interface Control Document

ICN

International Communications Network

IC&T

Installation Checkout and Test

IDB

Instrument Data Base

IDR

Incremental Design Review

IEEE

Institute of Electrical and Electronics Engineering

IEEE-CS
Institute of Electrical and Electronics Engineering – Computer Science

IERS

International Earth Rotation Service

IGS
International Ground Stations

II

Interdisciplinary Investigator

ILS

Integrated Logistics Support

ILSMT
Integrated Logistics Support Management Team

IMS

Information Management System

IMSL

International Mathematical and Statistical Libraries

IOSDL

Institute of Oceanographic Sciences Deacon Laboratory

IP

International Partner

IRD

Interface Requirement Document

ISAR

Instrument Support Activity Request

ISCCP

International Satellite Cloud Climatology Project

ISO

International Standards Organization

IST

Instrument Support Terminal

ITIR

Intermediate and Thermal Infrared Radiometer

IV&V

Independent Verification and Validation

IWG

Investigator Working Group

JERS

Japanese Earth Remote-sensing

JGOFS
J
oint Global Ocean Flux Study

JPL

Jet Propulsion Laboratory

Kbps

Kilobits Per Second

km

kilometer

KSA

Ku-band Single Access

LAI

Leaf Area Index

LAN

Local Area Network

LANDSAT
Land Remote Sensing Satellite

LaRC

Langley Research Center

LaTIS

LaRC TRMM Information System
LCC

Life Cycle Costing

LIDAR
Light Detection and Ranging Instrument

LIMS

Limb Infrared Monitor of the Stratosphere

LINPAC
Linpack (Linear Algebra Package)

LIS

Lightning Imaging Sensor

LPGS

Level 1 Product Generation System for Landsat 7

LRU

Line Replaceable Unit

LSM

Local System Management

LTIP

Long Term Instrument Plan

LTSP

Long Term Science Plan

M&O

Maintenance and Operations

MA

Multiple Access

MAC

Medium Access Control

MASEX
Mass Air Sea Transfer Experiment

MB

MegaByte (106)

MBps

Millions of Bytes per Second

Mbps

Megabits per second

MDT

Mean Down Time

METSOAT
European Weather Satellite

MFD

Master File Directory

MFLOPS
Million Floating Point Operations per Second

MIME

Multi-purpose Internet Mail Extensions

MISR

Multi-angle Imaging Spectro-Radiometer

MIZEX
Marginal Ice Zone Experiment

MLS

Microwave Limb Sounder

MMO

Mission Management Office

MOC

Mission Operations Center

MO&DSD
Mission Operations and Data Systems Directorate

MODIS
Moderate-Resolution Imaging Spectrometer

MOM

Mission Operations Manager

MOPITT
Measurements of Pollution in the Troposphere

MOS

Marine Observation Satellite

MOTIS
Message Oriented Text Interchange System

MOU

Memorandum of Understanding

MS

Mass Storage

MSCD

Mirror Scan Correction Data

MSFC

Marshall Space Flight Center

MSR

Monthly Status Review

MSS

Multi-Spectral Scanner

MSU

Microwave Sounding Unit, Mass Storage Unit

MTBCM
Mean Time Between Corrective Maintenance

MTBF

Mean Time Between Failure

MTBM
Mean Time Between Maintenance

MTBPM
Mean Time Between Preventive Maintenance

MTTR

Mean Time To Repair

NARA

National Archives and Records Administration

NASA

National Aeronautics and Space Administration

NASDA
Japanese National Space Agency

NATO ASI
North Atlantic Treaty Organization Advanced Study Institutes

NCC

Network Control Center

NCDC

National Climatic Data Center (NOAA)

NCDS

NASA Climate Data System (GSFC)

NCSL

National Computer Systems Laboratory

NDVI

Normalized Difference Vegetation Index

NESDIS
National Environmental Satellite, Data, and Information Service (NOAA)

NEXRAD
Next Generation Radar

NGDC

National Geophysical Data Center (NOAA)

NHB

NASA Handbook

NHC

National Hurricane Center

NISE
Near Real-Time SSM/I EASE-Grid Daily Global Ice Concentration and Snow Extent

NIST

National Institute of Standards and Technology

NMC

National Meteorological Center (NOAA)

NMI

NASA Management Instruction

NOAA

National Oceanic and Atmospheric Administration

NODC

National Oceanographic Data Center (NOAA)

NODS

NASA Ocean Data System (JPL)

NREN

National Research and Education Network

NRP

National Resource Protection

NSA

National Security Agency

NSCAT
NASA Scatterometer

NSF

National Science Foundation

NSI

NASA Science Internet

NSIDC
National Snow and Ice Data Center

NSSDC
National Space Science Data Center

NWS

National Weather Service

O/A

Orbit and Attitude

OBC

OnBoard Computer

OCM

Ocean Color Mission

OCT

Ocean Color and Temperature

ODC

Other Data Center

OJT

On-the-Job Training

OMB

Office of Management and Budget

OSI

Open Systems Interconnection

PA

Product Assurance

PAIP

Performance Assurance Implementation Plan

PAR

Performance Assurance Requirements

PCD

Payload Correction Data

PDB

Project Data Base

PDL

Program Design Language

PDR

Preliminary Design Review

PGS

Product Generation System

PI

Principal Investigator

PI/TL

Principal Investigator/Team Leader

PLDS

Pilot Land Development System

PM

Preventive Maintenance

PMR

Project Management Review

PMS

Performance Measurement System

PMSR

Performance Measurement Status Report

POSIX

Portable Operating System Interface for Computer Environments

PRR

Program Requirements Review

PSAT

Predicted Site Acquisition Table

PSCN

Program Support Communications Network

PSU

Pennsylvania State University

QA

Quality Assurance

QAR

Quality Assurance Representative

RADARSAT
Radar Satellite (Canadian)

RFC

Request For Change

RID

Review Item Discrepancy

RIR

Release Initiation Review

RMA

Reliability, Maintainability, Availability

RMP

Risk Management Panel

RRR

Release Readiness Review

SA

Single Access

SAGE III
Stratospheric Aerosol and Gas Experiment III

SAM

Stratospheric Aerosol Measurement, System Assurance Manager

SAP

Software Assurance Plan

SAS

Statistical Analysis System

SASS

Seasat A Scatterometer System

SBUV

Solar Backscatter Ultraviolet

SCANSCAT
Scatterometer (Dual pencil-beam), Advanced Scatterometer for Studies in Meteorology and Oceanography

SCAR

Spacecraft Core Activity Request

SCC

Spacecraft Control Computer
SCF

Science Computing Facility

SDB

Spacecraft Data Base

SDPF

Sensor Data Processing Facility
SDPS

Science Data Processing Segment

SDR

System Design Review

SDSD

Satellite Data Services Division (NOAA)

SEASAT
Sea Satellite

SeaWiFS
Sea-viewing Wide Field of View Sensor

SEDAC
Socio-Economic Data and Applications Center

SGS

Svalbard Ground Station

SIM
Spectral Irradiance Monitor
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SIPS

Science Investigator-led Processing System

SIR-B

Shuttle Imaging Radar-B

SIR-C

Spaceborne Imaging Radar-C

SLAR

Side Looking Airborne Radar

SMA

S-band Multiple Access

SMAP

Software Management and Assurance Program

SMC

System Management Center

SMM

Solar Maximum Mission

SMMR
Scanning Multichannel Microwave Radiometer

SN

Space Network

SOLSTICE
Solar Stellar Irradiance Comparison Experiment
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SOM

Science Operations Manager

SORCE
Solar Radiation and Climate Experiment
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SORR

Segment Operational Readiness Review

SOW

Statement of Work

SPAR

Software Performance Assurance Representative

SPL

Science Processing Library

SPOT

System pour l'Observation de la Terre (France)

SPSS

Statistical Package for the Social Sciences

SRR

System Requirements Review

SSA

S-band Single Access

SSM/I

Special Sensor for Microwave Imaging

S-SOC
Sorce Science Operations Center
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SST

Sea Surface Temperature

SSU

Stratospheric Sounding Unit

STA

Space Technology Agency (Japan)

STDN

Satellite Tracking and Data Network

STGT

Second TRDS Ground Terminal

STIP

Short Term Instrument Plan

STOP

Short Term Operations Plan

STREX
Storms Response Experiment

SW/LW
Software/Long Wave

TAG

Technical Assistance Group

TB

Terabyte (1012)

TBD

To Be Determined

TDRS

Tracking and Data Relay Satellite

TDRSS
Tracking and Data Relay Satellite System

TEM

Terrestrial Ecosystem Model

TES

Tropospheric Emission Spectrometer

TGM

Trace Gas Model

THIR

Temperature Humidity Infrared Radiometer

TIP

Technical Information Program

TIM
Total Irradiance Monitor
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TIROS

Television Infrared Operational Satellite

TL

Team Leader

TM

Team Member

TMR

Topex/Poseidon Microwave Radiometer

TOGA

Tropical Ocean Global Atmosphere

TOMS

Total Ozone Mapping Spectrometer

TONS

TDRSS On-Board Navigation System

TOO

Target of Opportunity

TOPEX
Topography Experiment

TOVS

TIROS Operational Vertical Sounder

TRMM
Tropical Rainfall Measuring Mission

TRR

Test Readiness Review

TW

Target Week
UARS

Upper Atmosphere Research Satellite

UAV

User Antenna View

UC

University of California

UK

United Kingdom

UNESCO
United Nations Educational Scientific and Cultural Organization

UPS

Uninterruptible Power Supply

USDA

United States Department of Agriculture

USGS

U.S. Geological Survey

USN

United States Navy

UT

Universal Time

UTC

Coordinated Universal Time

UWA

University of Washington

UWI

University of Wisconsin

VAS

VISSR Atmospheric Sounder

VLBI

Very Long Baseline Interferometer

WBS

Work Breakdown Structure

WOCE

World Ocean Circulation Experiment

WOTS

Wallops Orbital Tracking Station

WPL

Wave Propagation Laboratory (NOAA)

WRS

Worldwide Reference System

WSGT

White Sands Ground Terminal

XPS
XUV Photometer System
CH01
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Appendix C.  Capacities

General

The purpose of this Appendix is to specify, at a summary level, many of the cost-driving capacity requirements for the ECS and to describe the assumptions and methodologies used to derive those capacities.  Other capacity requirements, such as CPU main storage, RAID buffering and working storage, local (intra-DAAC) and wide area (inter-DAAC and DAAC-SCF) communications traffic, size and structure of higher levels of the “data pyramid,” etc. are not directly tabulated in this Appendix.  Some of these other requirements may be derived from engineering models using the same, more detailed, information which is summarized in the tables in this Appendix.  Some of these other requirements (CPU main storage, in particular) will require engineering judgment and continued interaction with the investigators to determine.

The numbers in these tables correspond to the instrument manifest and launch schedule as negotiated with the 1999 contract restructure and shown in the tables themselves.  A more current estimate of the actual manifest and launch schedule as follows:

	Mission
	Instruments
	Launch Date
	
	

	Landsat 7
	ETM+
	April, 1999
	
	

	EOS AM-1 (Terra)
	ASTER, CERES, MISR, MODIS, MOPITT
	December, 1999
	
	

	Meteor-3M
	SAGE III
	March, 2001
	
	CH03

	FOO
	ACRIM
	December, 1999
	
	

	ADEOS II
	AMSR
	November, 2001
	
	

	EOS PM-1 (Aqua)
	AIRS, AMSU, CERES, AMSR-E, MODIS, HSB
	December, 2000
	
	

	ICESat
	GLAS
	December, 2001
	
	CH03

	EOS CHEM-1 (Aura)
	HIRDLS, MLS, OMI, TES
	June, 2003
	
	

	SORCE
	TIM, SIM, SOLSTICE, XPS
	July, 2002
	
	CH01


The following instrument manifest and launch schedule are part of the ECS design baseline but do not contribute to the required capacities:

	Mission
	Instruments
	Launch Date

	International Space Station
	SAGE III
	July, 2003


In general, data for AM-1, Meteor-3M, and ADEOS II, are derived from input and interaction with the Ad Hoc Working Group on Production (AHWGP) as tabulated in the February, 1996 ECS Technical Baseline (version 3.01).  Information for Landsat 7 is based on the Interface Requirement Document.  Information for PM–1, ICESat, and CHEM is from the Science Processing Support Office at ESDIS.

Table C-1.  Processing Capacity

As shown in the “concept” portion of this table, a cumulative phase-in of 0.3x two years before launch, 1.2x one year before launch, 2.2x one year after launch, and 3.0x two years after launch has been applied to production of Level 1 products.  Capacity for production of Level 2 and higher products is 50% of this starting one year before launch, ramping up to 75% of this one year after launch, and reaching 100% two years after launch.

Calculation of capacities required at the Science Investigator Processing Systems (SIPS) have been included for information purposes, but do not affect ECS requirements.  Calculations for 1997 and 1998 are also included for completeness or “what if” purposes only.  Phasing of requirements for PM and CHEM, which launch in December, is slipped out by a year, as though launch was the following year.

The “requirements” portion of this table summarizes the required effective MFLOPS capacity by DAAC by year.

Table C-2.  User distribution Rates via Network and via Physical Media

As shown in the “concept” portion of this table, Level 0 and 1 data are assumed to arrive at full rate starting at launch.  Level 2 and higher product generation is 50% of full capacity for the first year, ramping up to 75% one year after launch, and reaching 100% two years after launch.  For Landsat, the requirement is to be able to distribute 80% of this data by network and 20% on media.  For the other missions, the user distribution requirement is 50% electronically and 50% on media. The results of these calculations are summed by DAAC in the “requirements” portion of this table.

Table C-3.  Archive Capacity

The “concept” portion of this table shows the phasing at six month intervals (relative to launch) of multiplier factors for both the arrival of each distinct type of data at the archive and the deletion of each type of data from the archive.  

Level 0 data are not deleted.  Level 1A data are deleted six months after processing to Level 1B.  Level 1 data are deleted six months after they are reprocessed.  Level 2 data are deleted six months after they are processed to Level 3.  Level 3 and higher data are deleted six months after they are reprocessed; however, the higher level reprocessing capacity during the second year after launch is assumed to be used to catch up on data not processed during the first year.

For the Level 1B and higher products, the capacity requirements have been increased by one and half percent (1 1/2%) to account for storage of associated browse products.  The resulting net multiplier factors for the phased accumulation of the various types of data in the archive is shown here. 

ASTER, MISR, GLAS, MLS, TES and AMSR-E are treated uniquely in the “calculation” portion of this table: ASTER Level 1 data are treated as if they were Level 0, which is equivalent to assuming that they are not reprocessed.  ASTER and MISR Level 2 data are treated as Level 3, which means that they are retained until six months after they are reprocessed.  GLAS and AMSR-E L1A data is treated the same as L1B, i.e., it is not deleted unless it is reprocessed.  MLS L1B data is treated the same as L1A, i.e., it is deleted 6 months after production of Level 2 data.  MLS, TES and GLAS L2 data is treated as L3, i.e., it 

is not deleted unless it is reprocessed. TES Level 1 and 2 data archive volume and granule counts are 
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averaged over a two day period since the instrument operates in one-day-on, one-day-off mode. TES Level 3 data products are produced every 30 days, so their Level 3 data archive volume and granule counts are averaged over a thirty day period.

The “calculation” portion of this table shows the resulting net GBytes added to the archive during each calendar half-year.  The last column includes the additional ECS archive capacity required to carry the system until a year after the end-of-contract without purchasing additional equipment.  These semi-annual archive increments are then summed by DAAC.

The “requirements” portion of this table shows the cumulative data in the archive by DAAC at six month intervals.  The ASF appears in the “requirements” portion as a special case not derived by calculation.

No allowance is made in this table for storage overhead or inefficiency of media utilization.  However, neither is any data compression assumed in this table.

Table C-4.  Number of Granules in Inventory

[Not calculated or included, yet]

This table is calculated in accordance with the same assumptions made in the Archive Capacity tables about the retention of products superseded by reprocessing and the deletion of Level 2 products.

Browse products associated with standard products are not counted in this table as separate granules.

Table C-5.  Baseline Metadata Attributes, and
Table C-6.  Product Specific Metadata Attributes

The estimated length of metadata attributes is given in the two Metadata Attributes tables (C-5 and C-6).  The Metadata Attributes tables are preliminary and subject to change as additional information about EOS data products becomes available.  The Baseline Metadata Attributes (Table C-5) are the minimum set of attributes necessary for the inventory purpose.  The Product Specific Metadata Attributes (Table C-6) represent a set of attributes required to describe instruments and geophysical parameters.  The volume of inventory metadata can be estimated by adding the lengths of the Baseline and Product Specific Metadata Attributes (2000 bytes) and multiplying by the number of granules in the inventory (Table C-4).

Table C-7.  Product Generation Executives and Earth Science Data Types

The estimated number of Product Generation Executives (PGEs) and Earth Science Data Types (ESDTs) to be supported by ECS for each instrument are reflected in Table C-7.  PGEs are the individual software executables (equivalent to algorithms in other parts of this specification) that are used to generate the data products while the ESDTs are equivalent to the different data product types.

Appendix D. Instrument Manifest

Table D-1.  Instrument Manifest

	Spacecraft
	Instrument

	
	ASTER

	
	CERES

	AM-1 (Terra)
	MISR

	
	MODIS

	
	MOPITT

	
	AIRS

	
	AMSU-A

	PM-1 (Aqua)
	CERES

	
	HSB

	
	AMSR-E

	
	MODIS

	CHEM-1 (Aura)
	HIRDLS

	
	MLS

	
	OMI

	
	TES
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Appendix E.  Non-EOS Data Requirements Summary

Appendix E is provided for information purposes; it is not intended to be complete, but represents the best understanding to date.

Table E-1.  Non-EOS Data Requirements Listed by Data Product (Ancillary Data Sets Documented in the NOAA IRD and GSFC, NSIDC, DAO, and LaRC ICDs)

	Ancillary Data Name
	Source
	Required By
	ECS-Provided Format
	ECS Release

	NCEP 1-Degree Medium Range Forecast System, Forecast at 00Z (MRF)
	NOAA  (GSFC V0)
	
	Native
	6B

	NCEP – PREQPC Quality Controlled Observation Data
	NOAA (GSFC V0)
	AIRS
	Native, HDF - EOS
	5B

	NCEP Ship/Buoy Observations (Locations)
	NOAA  (GSFC V0)
	DAO
	Native
	6B

	NCEP Reynolds Blended SST Weekly Product
	NOAA (GSFC V0)
	MODIS, DAO
	Native
	4PY

	NCEP 1-Degree Aviation Model (AVN) Product
	NOAA  (GSFC V0)
	AIRS


	Native, HDF EOS
	5B

	EP/TOMS Data
	GSFC Code 916 (GSFC V0) 
	MISR, MODIS, DAO
	Native
	4PY

	Aerosol Global Analyzed File
	NOAA NESDIS
	DAO
	Native
	4PY

	SBUV/2 Stratospheric Ozone Profiles
	NOAA NESDIS 
	DAO
	Native
	4PY

	Snow/Ice Cover (Navy Algorithm)
	NOAA NESDIS
	DAO
	Native, HDF EOS
	4PY


Table E-1.  Non-EOS Data Requirements Listed by Data Product (Ancillary Data Sets Documented in the NOAA IRD and GSFC, NSIDC, DAO, and LaRC ICDs) (continued)

	Ancillary Data Name
	Source
	Required By
	ECS- Provided Format
	ECS Release

	Third Generation Global Vegetation Index
	NOAA NESDIS
	DAO
	Native
	4PY

	NCEP 1-Degree Global Data Assimilation Model (GDAS) Product
	NOAA  (GSFC V0)
	MODIS,
ASTER
	Native, HDF EOS
	4PY

	ADEOS-2 AMSR Level 1
	NASDA  (NSIDC V0)
	US-AMSR
	Native
	6B

	NCEP SSM/I Daily Sea Ice Product
	NOAA  (GSFC V0)
	DAO
	Native
	6B

	NCEP TOVS Ozone Daily Product
	NOAA  (GSFC V0)
	MODIS,
ASTER, TES
	Native, HDF EOS
	4PY

	FNMOC
	NOAA NESDIS (GSFC V0)
	MODIS
	Native, HDF- EOS
	4PY

	NCEP SSM/I Sea Ice Modelers Grid Data Level 3 Product
	NOAA (GSFC V0)
	MODIS
	Native, HDF- EOS
	4PY

	DAO First-Look products DFLAXMIS, DFLAPMIS
	DAO
	MISR, MODIS
	Native (which is HDF-EOS)
	5A

	DAO First-Look products DFLAPCHM
	DAO
	MISR
	Native (which is HDF-EOS)
	5A

	DAO First-Look products DFLAXCHM, DFLAXENG, DFLAXSTR, DFLAXCLD, DFLAXLSM
	DAO
	MODIS
	Native (which is HDF-EOS)
	5A

	DAO Late-Look products DLLAXMIS, DLLAPMIS
	DAO
	MOPITT
	Native (which is HDF-EOS)
	5A

	Near Real-Time SSM/I EASE-Grid Daily Global Ice Concentration and Snow Extent
	NSIDC
	MISR, MODIS
	Native (which is HDF-EOS)
	5A


1ASD-Atmospheric Science Division @ LaRC

Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product

	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	ACE experiment data
	In situ
	Correlative
	Pre launch
	TBD

	AIR data
	In situ
	Correlative
	Pre launch
	TBD

	Airborne laser-induced Chlorophyll Phycoerythrin & DOM fluorescence
	In situ
	Correlative
	Pre launch
	TBD

	Airborne radiances-0.41 to 0.75 um (aircraft)
	In situ
	Correlative
	Post launch
	TBD

	Airborne SAR
	In situ
	Correlative
	Pre launch
	JPL

	Airborne water-leaving radiances
	In situ
	Correlative
	Pre launch
	TBD

	Aircraft AIS measurements
	In situ
	Correlative
	Pre launch
	TBD

	Aircraft FLI measurements
	In situ
	Correlative
	Pre launch
	TBD

	Aircraft laser altimetry
	In situ
	Correlative
	Pre launch
	TBD

	Aircraft measurements (e.g., HIS COMEX data)
	In situ
	Correlative
	Pre launch
	TBD

	Aircraft measurements (MISR simulation)
	In situ
	Correlative
	Pre launch
	TBD

	Aircraft measurements of cloud liquid/ice content
	In situ
	Correlative
	Post launch
	TBD

	Aircraft measurements of cloud optical thickness
	In situ
	Correlative
	Post launch
	TBD

	Aircraft observation
	In situ
	Correlative
	Pre launch
	UWI

	ALPEX data
	In situ
	Correlative
	Pre launch
	TBD

	AMEX
	In situ
	Correlative
	Pre launch
	TBD

	AOL fluorescence (aircraft)
	In situ
	Correlative
	Post launch
	TBD


Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product (continued)

	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	ASAS (aircraft)
	In situ
	Correlative
	Pre launch
	TBD

	Atmospheric chemistry
	AEM-2
	Correlative
	Pre launch
	NSSDC

	Atmospheric CO concentrations
	In situ
	Correlative
	Pre launch
	TBD

	AVHRR-HRPT
	NOAA
	Correlative
	Pre launch
	NESDIS

	AVIRIS data
	In situ
	Correlative
	Pre launch
	PLDS

	Backscattering coefficient (ERS-1 SAR)
	ERS-1
	Correlative
	Pre launch
	ESA

	Backscattering coefficient (ship)
	In situ
	Correlative
	Pre launch
	TBD

	Backscattering coefficient (JERS-1 SAR)
	JERS-1
	Correlative
	Pre launch
	NASDA (Japan)

	Backscattering coefficient (JPL Airborne SAR)
	In situ
	Correlative
	Pre launch
	JPL

	Backscattering coefficient (SIR-B SAR)
	Shuttle
	Correlative
	Pre launch
	NASA

	Backscattering coefficient (SIR-C SAR)
	Shuttle
	Correlative
	Pre launch
	NASA

	Balloon nadir high res. spectra
	In situ
	Correlative
	Pre launch
	TBD

	Buoy data (Artic)
	In situ
	Correlative
	Pre launch
	TBD

	Buoy Data - wind speed, SST
	In situ
	Correlative
	Pre launch
	NOAA DBC

	Climatology (T, H, P)
	In situ
	Correlative
	Pre/post launch
	ECMWF

	Climatology station records
	In situ
	Correlative
	Pre/post launch
	NCDC

	Cloud data
	GOES
	Correlative
	Pre launch
	NESDIS


Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product (continued)

	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	COARE data (TOGA)
	In situ
	Correlative
	Pre launch
	ECMWF

	COHMEX field data
	In situ
	Correlative
	Pre launch
	UWI, UWA

	Corner reflectors geographic locations
	In situ
	Correlative
	Pre launch
	IERS

	CZCS data
	NIMBUS-7
	Correlative
	Pre launch
	NSSDC

	Detritus absorption coefficient (ship)
	In situ
	Correlative
	Post launch
	TBD

	Diffuse. atten. coeff.-downwelling rad. (ship/buoy)
	In situ
	Correlative
	Post launch
	TBD

	Diffuse. atten. coeff.-upwelling radiation (ship/buoy)
	In situ
	Correlative
	Post launch
	TBD

	Digital radar reflectivities
	In situ
	Correlative
	Pre launch
	NCDC, NWS

	Downwelling spectral radiance (ship/buoy)
	In situ
	Correlative
	Post launch
	TBD

	Earth Radiation budget
	NOAA
	Correlative
	Pre launch
	NSSDC

	EGCM-Eddy General Circulation Model
	In situ
	Correlative
	Pre launch
	TBD

	EMEX data
	In situ
	Correlative
	Pre launch
	TBD

	ERS-1 data (instrument not specified)
	ERS-1
	Correlative
	Pre launch
	ESA

	FASINEX experiment data
	In situ
	Correlative
	Pre launch
	TBD

	FGGE data
	In situ
	Correlative
	Pre launch
	NMC

	FIFE data
	In situ
	Correlative
	Pre launch
	PLDS

	Fluorescence line magnitude @685 um (ship)
	In situ
	Correlative
	Post launch
	TBD


Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product (continued)

	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	Galileo data
	Galileo
	Correlative
	Pre launch
	NSSDC, JPL

	Geodetic data
	In situ
	Correlative
	Pre launch
	USGS

	Geopotential height analysis
	In situ
	Correlative
	Pre launch
	NMC, ECMWF

	GEWEX data
	In situ
	Correlative
	Pre launch
	TBD

	GLA-assimilated data
	In situ
	Correlative
	Pre launch
	NMC

	Glaciological data (elevation)
	In situ
	Correlative
	Pre launch
	NSF/DPP

	GLOBE backscatter
	In situ
	Correlative
	Pre launch
	TBD

	Ground/AC LIDAR data
	In situ
	Correlative
	Pre launch
	MSFC

	GWE maps
	In situ
	Correlative
	Pre launch
	TBD

	HAPEX data
	In situ
	Correlative
	Pre launch
	TBD

	Humic and fulvic acids (ship)
	In situ
	Correlative
	Post launch
	TBD

	Hydrological data
	In situ
	Correlative
	Pre launch
	UNESCO, Army

	Ice motion
	ERS-1
	Correlative
	Pre launch
	ESA

	Ice sheet topography
	In situ
	Correlative
	Pre launch
	TBD

	In-situ chlorophyll conc. (mid-Atlantic Blight)
	In situ
	Correlative
	Post launch
	TBD

	In-situ chlorophyll fluorescence (mid-Atlantic Blight)
	In situ
	Correlative
	Post launch
	TBD

	In-situ radiance measurements
	In situ
	Correlative
	Pre/post launch
	TBD

	Incident spectral irradiance (ship/buoy)
	In situ
	Correlative
	Post launch
	TBD


Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product (continued)

	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	ISCCP cloud data
	GMS/GOES
	Correlative
	Pre launch
	GISS, NCDS

	ISCCP/FIRE data
	In situ
	Correlative
	Pre launch
	NCDS

	JERS-1 data
	JERS-1
	Correlative
	Pre launch
	NASDA (Japan)

	JGOFS (Joint Global Ocean Flux Study) data
	In situ
	Correlative
	Pre launch
	TBD

	LAI
	In situ
	Correlative
	Pre launch
	TBD

	Land surface temperature
	In situ
	Correlative
	Pre launch
	TBD

	Landsat TM & MSS data
	LANDSAT
	Correlative
	Pre launch
	EDC, EOSAT

	LIMS data
	NIMBUS-7
	Correlative
	Pre launch
	NSSDC

	MASEX experiment data
	In situ
	Correlative
	Pre launch
	TBD

	Meteosat data
	METEOSAT
	Correlative
	Pre launch
	ESA

	MIZEX experiment data
	In situ
	Correlative
	Pre launch
	TBD

	Model outputs/analysis
	In situ
	Correlative
	Pre launch
	NMC, ECMWF

	Moisture analysis
	In situ
	Correlative
	Pre/post launch
	NMC, ECMWF

	MOS data
	MOS-1
	Correlative
	Pre launch
	NASDA (Japan)

	NASA Aircraft scanner (NS-001) measurements
	In situ
	Correlative
	Pre launch
	NASA

	NASA AOL EXP. data
	In situ
	Correlative
	Pre/post launch
	NASA

	NMC analysis fields (temperature and moisture profiles)
	In situ
	Correlative
	Pre launch
	NMC

	NO2
	In situ
	Correlative
	Pre launch
	TBD

	Nutrient data base
	In situ
	Correlative
	Pre launch
	NODC


Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product (continued)
	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	Ocean color
	TBD
	Correlative
	Pre/post launch
	NSSDC

	Ocean salinity
	In situ
	Correlative
	Pre launch
	TBD

	Particle absorption coefficient (ship)
	In situ
	Correlative
	Post launch
	TBD

	Passive radar
	In situ
	Correlative
	Pre launch
	TBD

	Phycobilipigments (ship)
	In situ
	Correlative
	Post launch
	TBD

	Phyt. Pigment-chlor. a and phaeopigment a (ship)
	In situ
	Correlative
	Post launch
	TBD

	Phytoplankton pigment (ship)
	In situ
	Correlative
	Post launch
	TBD

	Polar motion data base
	In situ
	Correlative
	Pre launch
	NMC

	PRARE down looking dual frequency radio data
	In situ
	Correlative
	Pre launch
	TBD

	Precipitation
	DMSP
	Correlative
	Pre/post launch
	NODS

	Precipitation
	In situ
	Correlative
	Pre/post launch
	NCDC

	Precipitation data
	TRMM
	Correlative
	Pre/post launch
	NSSDC

	Profile data
	In situ
	Correlative
	Pre launch
	NWS

	Radar altimetry
	ERS-1
	Correlative
	Pre launch
	ESA

	Radar altimetry
	GEOSAT
	Correlative
	Pre launch
	Navy

	RADARSAT data
	RADARSAT
	Correlative
	Pre launch
	CCRS (Canada)

	Radiosonde soundings (columnlar H2O vapor, air temp. profile, humidity)
	In situ
	Correlative
	Pre/post launch
	NCDC

	Rawinsonde data
	In situ
	Correlative
	Pre launch
	NWS

	Reflectance factor (TM)
	SPOT
	Correlative
	Pre launch
	CNES (France)

	Rocketsonde ascents
	In situ
	Correlative
	Pre launch
	NCDC


Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product (continued)
	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	SAM aerosol data
	NIMBUS-7
	Correlative
	Pre launch
	NSSDC

	SASS-1
	SEASAT
	Correlative
	Pre launch
	NODS

	SBUV data
	NIMBUS-7
	Correlative
	Pre launch
	NSSDC

	Sea level data
	ERS-1
	Correlative
	Pre/post launch
	ESA

	Sea soundings
	In situ
	Correlative
	Post launch
	TBD

	Sea-level data
	TOPEX
	Correlative
	Pre launch
	JPL

	SEASAT data (instrument not specified)
	SEASAT
	Correlative
	Pre launch
	NODS

	SEASAT SAR digital elevation model
	SEASAT
	Correlative
	Pre launch
	JPL

	Ship measured detached coccolith concentration
	In situ
	Correlative
	Post launch
	TBD

	Ship measured inorganic suspended matter concentration
	In situ
	Correlative
	Post launch
	TBD

	Ship measured IR surface brightness temperatures
	In situ
	Correlative
	Post launch
	TBD

	Ship measured organic suspended matter concentration
	In situ
	Correlative
	Post launch
	TBD

	Ship measured total suspended matter concentration
	In situ
	Correlative
	Post launch
	TBD

	Ship reports
	In situ
	Correlative
	Pre launch
	NCDC, FNOC, CSIRO

	Ship/buoy measured PAR (400 - 700 nm)
	In situ
	Correlative
	Post launch
	TBD

	Ship/buoy measured primary productivity (14-C)
	In situ
	Correlative
	Post launch
	TBD


Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product (continued)
	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	Shuttle laser altimetry
	Shuttle
	Correlative
	Pre launch
	JPL

	Shuttle limb viewing
	Shuttle
	Correlative
	Pre launch
	JPL

	Sky radiance data (SBRDF)
	In situ
	Correlative
	Pre launch
	TBD

	SMMR data
	NIMBUS-7
	Correlative
	Pre launch
	NSSDC

	Snow and ice data
	DMSP
	Correlative
	Pre launch
	NSIDC

	Snow and ice extent
	In situ
	Correlative
	Pre launch
	TBD

	Soil maps (7.5 min topo)
	In situ
	Correlative
	Pre launch
	USDA

	Soil moisture transects
	In situ
	Correlative
	Pre launch
	TBD

	Soil types
	In situ
	Correlative
	Pre launch
	TBD

	Soil water capacity
	In situ
	Correlative
	Pre launch
	TBD

	Solar activity (sunspot, flare)
	In situ
	Correlative
	Pre launch
	TBD

	Solar irradiance
	SMM
	Correlative
	Pre launch
	NASA

	Space shuttle data (instrument not specified)
	SHUTTLE
	Correlative
	Pre launch
	NASA

	Spectral beam attenuation coefficient (ship/buoy)
	In situ
	Correlative
	Post launch
	TBD

	Spectral reflectance factor (ship)
	In situ
	Correlative
	Post launch
	TBD

	Spectral solar atmos. transmission (ship/station)
	In situ
	Correlative
	Post launch
	TBD

	Spectrometer data
	In situ
	Correlative
	Pre launch
	TBD

	SPOT data
	SPOT
	Correlative
	Pre launch
	CNES (France)

	SPOT digital elevation model
	SPOT
	Correlative
	Pre launch
	CNES (France)


Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product (continued)
	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	STREX experiment data
	In situ
	Correlative
	Pre launch
	TBD

	Surface features (instrument not specified)
	ERS-1
	Correlative
	Pre/post launch
	ESA

	Surface flux
	In situ
	Correlative
	Pre launch
	TBD

	SW/LW radiation
	GOES
	Correlative
	Pre/post launch
	Scripps Inst.

	Temperature analysis
	In situ
	Correlative
	Pre/post launch
	NMC, ECMWF

	THIR cloud data
	NIMBUS-7
	Correlative
	Pre launch
	NSSDC

	Tide gauge sea level values
	In situ
	Correlative
	Pre launch
	IERS

	TOGA data
	In situ
	Correlative
	Pre launch
	TBD

	Total dissolved organic carbon (ship)
	In situ
	Correlative
	Post launch
	TBD

	Tropical cyclone positions and intensities
	In situ
	Correlative
	Pre launch
	NHC/JTWC

	UARS data (instrument not specified)
	UARS
	Correlative
	Pre launch
	NSSDC

	UARS MLS data products
	UARS
	Correlative
	Pre launch
	NSSDC

	University of Washington C-131 aircraft measurements
	In situ
	Correlative
	Pre launch
	UWA

	Upwelling spectral radiances (ship/buoy)
	In situ
	Correlative
	Post launch
	TBD

	Vegetation index - NDVI 
	NOAA
	Correlative
	Pre/post launch
	NESDIS

	VLBI data
	In situ
	Correlative
	Pre launch
	IERS


Table E-2.  Non-EOS Correlative Data Requirements Listed by Data Product (continued)
	DATA PRODUCT
	SPACECRAFT
	TYPE
	TIMEFRAME
	DATA SOURCE

	Water-leaving radiances (ship/buoy)
	In situ
	Correlative
	Post launch
	TBD

	Weather forecasts (6hr,12hr,18hr,24hr)
	In situ
	Correlative
	Pre/post launch
	NMC, ECMWF

	Wind Climatologies
	In situ
	Correlative
	Pre launch
	NOAA/WPL

	WOCE data
	In situ
	Correlative
	Pre launch
	TBD
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