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Change Record Page

	ISSUE
	DATE
	PAGES AFFECTED
	DESCRIPTION
	MOD

	Original
	
	All
	Baseline
	

	CH01
	05/21/93
	1-1, 2-4, 3-1, 3-2, 3-3, 3-4, 4-1, 4-4, 4-6, 4-7, 4-8, 5-3, 6-1, 6-4, 6-6, 6-61, 7-3, 7-5, 7-13, 7-23, 7-26, 7-27, 7-66, 7-70
	CCR 423-01-41-024
	MOD 1

	CH02
	05/21/93
	i, 1-1, 1-2, 1-3, 2-3, 2-4, 3-1, 3-2, 3-3, 3-7, 3-8, 4-2, 4-3, 4-4, 4-5, 4-6, 4-7, 4-8, 4-9, 4-10, 4-11, 5-1, 5-3, 5-4, 5-9, 5-10, 6-1, 6-2, 6-3, 6-4, 6-5, 6-6, 6-7, 6-8, 6-9, 6-10, 6-11, 6-12, 6-13, 6-14, 6-15, 6-16, 6-17, 6-18, 6-19, 6-20, 6-21, 6-22, 6-23, 6-24, 6-25, 6-26, 6-27, 6-28, 6-29, 6-30, 6-31, 6-32, 6-33, 6-34, 6-35, 6-36, 6-37, 6-38, 6-39, 6-40, 6-41, 6-42, 6-43, 6-46, 6-47, 6-52, 6-53, 6-54, 6-56, 6-57, 6-58, 6-60, 6-61, 7-1, 7-2, 7-3, 7-4, 7-5, 7-6, 7-7, 7-8, 7-9, 7-11, 7-12, 7-13, 7-14, 7-15, 7-17,  7-23, 7-24, 7-25, 7-26, 7-27, 7-29, 7-31, 7-32, 7-39, 7-40, 7-41, 7-43, 7-45, 7-46, 7-49, 7-50, 7-51, 7-52, 7-53, 7-57, 7-59, 7-61, 7-66, 7-70, 7-72, 8-1, 8-3, 8-4, 8-5, 8-11, 8-16, A-2, A-3, A-4, A-5, A-6, A-7, A-8, B-1, B-2, B-3, B-4, B-5, B-6, -7, B-8, E-2, E-3, E-4, E-5, E-6, E-7
	CCR 423-01-41-025
	MOD 1

	Revision A
	06/02/94
	All
	CCR 505-01-41-038
	MOD 13

	CH01
	06/02/94
	4-10, 7-5, C-7, C-8
	CCR 505-01-41-044
	MOD 13

	CH02
	09/08/94
	3-3, 3-4
	CCR 505-01-41-046
	MOD 17

	CH03
	11/10/94
	viii, ix, x, C-8
	CCR 505-01-41-048
	MOD 17

	CH04
	11/10/94
	viii, ix, x, 4-10, 5-1,
	CCR 505-01-41-049
	

	CH05
	11/10/94
	vii, ix, x, 6-2, 6-3, 6-5, 6-6, 6-9, 6-10, 6-11, 6-26, 6-32, 6-34, 6-35, 6-37, 6-38, 6-39, 6-41, 6-42, 6-43, 6-44, 6-45, 6-46, 6-47, 6-48, 6-49, 6-53, 6-54, 6-55, 6-56, 6-57, 6-58, 6-59, 6-61
	CCR 505-01-41-050
	

	CH06
	02/15/95
	viii, ix, x, 5-16, 5-17, 7-7, 7-25, 7-87
	CCR 505-01-41-061
	MOD 22

	CH07
	02/15/95
	viii, ix, x, 4-6, 4-12, 4-13, 4-14, 5-6, 5-13, 7-1, 7-2, 7-3, 7-58, 7-62, 7-65, 7-79,        7-80, 7-81, 7-82
	CCR 505-01-41-064
	

	CH08
	05/15/95
	viii, ix, 7-41
	CCR 505-01-41-074
	MOD 26

	CH09
	06/12/95
	viii, ix, x, 7-25, 7-26, C-1 through C-12
	CCR 505-01-41-080-B
	MOD 26

	CH10
	06/12/95
	viii, ix, x, 4-6, 4-11, 4-13, 5-3, 5-5, 7-1,     7-2, 7-3, 7-6, 7-8, 7-9, 7-11, 7-14, 7-19, 7-20, 7-25, 7-26, 7-27, 7-28, 7-30, 7-35, 7-37, 7-45, 7-48, 7-50, 7-51, 7-52, 7-54, 7-59, 8-16, 8-27, A-7, A-8, A-11
	CCR 505-01-41-075
	MOD 26
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	CH11
	07/14/95
	viii, ix, 7-20
	CCR 505-01-41-083
	MOD 29

	CH12
	07/14/95
	viii, ix, 7-3, 7-6, 7-8, 7-10, 7-13, 7-16, 7-30, 7-32, 7-48, 7-49
	CCR 505-01-41-066-E
	MOD 29

	CH13
	11/14/95
	viii, v, ix, x, 1-3, 3-9, 4-1, 4-2, 4-3, 4-4,      4-5, 4-7, 4-8, 4-9, 4-11, 5-1, 5-4, 5-5, 5-11, 5-14, 6-3, 6-38, 7-9, 7-26, 7-27,     8-1, 8-2, 8-3, 8-4, 8-5, 8-6, 8-12, 8-23,    8-24, 8-25, 8-26, 8-27, 8-29, 8-30, 8-31, B-5 
	CCR 505-01-41-086-D
	MOD 30

	CH14
	11/14/95
	viii, ix, 7-6
	CCR 505-01-41-087
	MOD 30

	CH15
	01/16/96
	viii, ix, 6-62
	CCR 505-01-41-045-A
	MOD 17

	CH16
	01/11/96
	viii, ix, 7-8
	CCR 505-01-41-089
	MOD 33

	CH17
	01/11/96
	viii, ix, 7-11, 7-13, 7-22
	CCR 505-01-41-091-B
	MOD 33

	CH18
	05/10/96
	viii, ix, 6-59
	CCR 505-01-41-098-A
	MOD 47

	CH19
	05/10/96
	viii, ix, 6-62
	CCR 505-01-30-008-A
	MOD 47

	CH20
	05/13/96
	viii, ix, x, 7-68
	CCR 505-01-41-099
	MOD 47

	CH21
	05/13/96
	viii, ix, 7-19
	CCR 505-01-41-100
	MOD 47

	CH22
	05/13/96
	viii, ix, 5-3
	CCR 505-01-41-090-C
	MOD 47

	CH23
	06/24/96
	viii, ix, 4-10, 7-4, 7-5
	CCR 505-41-14-005-B
	MOD 52

	CH24
	07/10/96
	vii, viii, ix, 7-68
	CCR 505-01-41-108
	MOD 41

	CH25
	07/10/96
	viii, ix, 6-26, 6-62
	CCR 505-01-41-105
	MOD 47

	CH26
	08/09/96
	vii, viii, ix, x, 7-23, 7-57, 7-66, 7-70, 7-73, 7-88
	CCR 505-01-41-113-A
	MOD 47

	CH27
	08/09/96
	vii, ix, 7-6
	CCR 505-01-41-114
	MOD 47

	CH28
	04/22/95
	viii, ix, 6-23, 6-49
	CCR 505-01-41-078
	MOD 41

	CH29
	08/23/96
	viii, ix, x, 3-3, 3-4, 7-25, 7-26, C-1, C-2,   C-3, C-4, C-5, C-6, C-7, C-8, C-9, C-10
	CCR 505-01-41-111-B
	MOD 41

	CH30
	09/05/96
	viii, ix, 7-32, 7-41
	CCR 505-41-13-005-A
	MOD 50

	CH31
	09/12/96
	viii, ix, x, 7-79
	CCR 505-01-41-115
	MOD 50

	CH32
	09/16/96
	viii, ix, x, C-1, C-2, C-3, C-4, C-5, C-6
	CCR 505-01-41-117-A
	MOD 48

	CH33
	10/15/96
	viii, ix, x, 7-74, 7-75
	CCR 505-01-41-116-A
	MOD 50

	CH34
	11/18/96
	viii, ix, 7-20
	CCR 505-01-41-121-A
	MOD 48

	CH35
	11/18/96
	viii, ix, x, E-5, E-7, E-8
	CCR 505-01-41-122
	MOD 58

	CH36
	11/18/96
	viii, ix, x, 7-73
	CCR 505-01-41-124
	MOD 50

	CH37
	11/18/96
	viii, ix, x, 7-72
	CCR 505-01-41-125-A
	MOD 50

	CH38
	01/28/97
	viii, ix, x, E-3, E-4, E-5, E-6, E-7, E-8, E-9, E-10
	CCR 505-01-41-127
	MOD 50

	CH39
	01/28/97
	viii, ix, 7-54, 7-55
	CCR 505-01-41-133-A
	MOD 50
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	CH40
	02/07/97
	viii, ix, x, 1-2, 2-4, 3-9, 4-13, 4-14, 5-1,     5-5, 7-2, 7-6, 7-8, 7-10, 7-16, 7-26, 7-27,  7-28, 7-31, 7-32, 7-33, 7-34, 7-35, 7-37, 7-41, 7-49, 7-74, C-1, C-2, C-3, C-4
	CCR 505-01-41-135-D
	MOD 53

	CH41
	02/07/97
	viii, ix, 7-20, 7-41
	CCR 505-01-41-129
	

	CH42*
	02/07/97
	viii*, ix*, x, 4-3, 4-9, 5-1, 5-4, 6-23*, 6-25*, 6-26, 6-52, B-3, B-5, B-7, B-14
	CCR 505-01-30-011C
	MOD 50

	CH43*
	02/19/97
	viii*, ix*, x*, 7-3, 7-30, 7-39, 7-43*, 7-45*,  7-52*, 7-53, 7-58*, 7-62, 7-77, 7-79, A-9, B-8, B-9, B-10, B-12, C-12
	CCR 505-01-41-134-C
	MOD 53

	CH44
	05/01/97
	viii, ix, 6-59
	CCR 505-01-41-140
	MOD 60

	CH45
	05/01/97
	viii, ix, x, 7-11, 7-13, 7-19, 7-30, 7-34,      7-38, 7-42, A-11
	CCR 505-01-41-142-B
	MOD 60

	CH46
	05/01/97
	viii, ix, x, C-1, C-2, C-5, C-6, C-7
	CCR 505-01-41-143-E
	MOD 60

	CH47
	05/01/97
	viii, ix, 6-52
	CCR 505-01-41-144
	MOD 60

	CH48
	05/01/97
	viii, ix, 6-62
	CCR 505-01-41-147
	MOD 60

	CH49
	05/02/97
	viii, ix, x, E-3
	CCR 505-01-41-148-B
	MOD 60

	CH50
	06/27/97
	viii, ix, 6-29, 6-59
	CCR 505-01-41-152-B
	MOD 69

	CH51
	07/29/97
	viii, ix, x, 3-4, B-3, B-8, B-10, C-1, D-3
	CCR 505-01-41-154-A
	MOD 69

	CH52
	07/29/97
	viii, ix, x, E-3
	CCR 505-01-41-158-A
	MOD 69

	CH53
	09/18/97
	vii, viii, ix, x, xi, xii, E-3
	CCR 505-41-19-006-A
	MOD 69

	CH54
	09/24/97
	ix, xi, xii, C-1, C-2, C-3
	CCR 505-01-41-155-B
	MOD 62

	CH55
	10/08/97
	ix, xi, 6-62
	CCR 505-01-41-159-A
	MOD 69

	CH56
	12/2/97
	ix, xi, 6-62, 6-63
	CCR 505-01-41-164
	MOD 69

	CH57
	01/21/98
	ix, xi, xii, 7-53, C-12
	CCR-423-10-36-003A
	MOD 70

	CH58
	01/21/98
	ix, xi, xii, D-3
	CCR 505-01-30-018
	MOD 86

	CH59
	01/29/98
	ix, xi, xii, 7-80
	CCR 505-01-41-163
	MOD 72

	CH60
	03/09/98
	ix, xi, xii, C5, C6
	CCR 505-01-41-170-B
	MOD 73

	CH61
	03/12/98
	ix, xi, xii, 7-3, 7-30, 7-39, 7-43, 7-45, 7-52, 7-53, 7-58, 7-62, 7-77, 7-79, A-9, B-8, B-9, C-12, and C-13
	CCR 505-01-41-171
	MOD 75

	CH62
	04/16/68
	ix, xi, xii, E-3
	CCR 505-01-41-169-C
	MOD 88

	CH63
	04/16/68
	ix, xi, xii, C-2, C-3, C-5, C-6, and C-7
	CCR 505-01-41-167
	MOD 81

	CH64
	04/20/98
	ix, xi, xii, 7-8, 7-9, 7-38, C-7 and B-9
	CCR 505-01-41-175-R3
	MOD 81

	CH65
	06/01/98
	ix, xi, 6-62
	CCR 505-01-41-179
	MOD 86

	CH66
	06/28/98
	ix, xi, xii, E-3
	CCR 505-01-41-180-R1
	MOD 88

	CH67
	07/15/98
	ix, xi, 6-63
	CCR 505-01-41-177
	MOD 86

	CH68
	08/04/98
	ix, xi, xii, E-3
	CCR 505-41-40-009-R1
	MOD 88

	CH69
	10/08/98
	ix, xi, xii, E-3
	CCR 505-01-41-184
	MOD 86

	Rev B
	12/02/98
	All
	CCR 423-01-41-185-R2
	MOD 86

	CH01
	03/25/99
	vi, vii, viii, 5-16, 6-25, 6-34, 6-35, 6-39, 6-40, 6-41, 6-43, 6-44, 6-45, 6-46, 6-61, 6-68, 6-69, 6-70, 6-71, 6-72, 6-73, 6-74, 6-77, 6-78, 6-79, 6-81, 6-83, 6-84, 6-85, 6-86
	CCR 423-01-41-189-R1
	MOD 100


Change Record Page

	ISSUE
	DATE
	PAGES AFFECTED
	DESCRIPTION
	MOD

	CH02
	04/01/1999
	vi, vii, viii, 7-39
	CCR 423-01-41-190R1
	MOD 93

	CH03
	04/27/1999
	vi, vii, 6-33, 6-37, 6-66, 6-67
	CCR 423-01-41-196
	MOD 91

	CH04
	05/13/1999
	vi, vii, viii, 7-41
	CCR 423-01-41-192-R3
	MOD 93

	CH05
	05/21/1999
	vi, vii, viii, 3-3, 4-10, 5-7, 7-3, C-1, C-2, E-1, E-2
	CCR 423-01-41-194-R1
	MOD 100

	CH06
	05/26/1999
	 vi, vii, viii, B-4, B-10, E-1, E-2
	CCR 423-01-41-193
	MOD 93

	CH07
	05/26/1999
	vi, vii, viii, C-5, C-6, C-7, C-8
	CCR 423-01-41-195-R2
	MOD 100

	CH08
	05/27/1999
	vi, vii, viii, E-1, E-2
	CCR 423-01-41-197-R2
	MOD 93, 100

	CH09
	08/09/1999
	vi, vii, viii, C-9
	CCR 423-01-41-198
	MOD 100

	CH10
	08/09/1999
	vi, vii, viii, 7-39, C-9
	CCR 423-01-41-199
	MOD 100

	CH11
	08/09/1999
	vi, vii, viii, 7-19
	CCR 423-01-41-200
	MOD 100

	CH12
	09/08/1999
	vi, vii, viii, 6-87
	CCR 423-01-41-202
	MOD 100

	Rev C
	10/15/1999
	All
	CCR 423-01-41-201-R5
	MOD 100

	CH01
	10/28/1999
	vi, vii, viii, E-1
	CCR 423-01-41-203
	MOD 100

	CH02
	10/28/1999
	vi, vii, viii, E-1
	CCR 423-01-41-204
	MOD 100

	CH03
	11/18/1999
	vi, vii, viii, C-6, C-7, C-8
	CCR 423-01-41-206-R1
	MOD 100

	CH04
	12/03/1999
	vi, vii, viii, 5-17, 7-6, C-5, C-6, C-8, C-11, E-2
	CCR 423-01-41-205-R2
	MOD 100

	CH05
	01/27/2000
	 vi, vii, viii, 3-3, C-6, C-7, C-8  
	CCR 423-01-41-208
	MOD 101

	CH06
	02/08/2000
	 vi, vii, viii, 4-10, 7-3, 7-4, B-2, B-15, C-7, C-8, C-11
	CCR 423-01-41-209
	MOD 107

	CH07
	02/08/2000
	 vi, vii, viii, 4-10, 7-3, 7-4,  C-8, C-11
	CCR 423-01-41-210
	MOD 107

	 CH08
	03/15/2000
	 vi, vii, viii, 7-19, 7-20, 7-22, 7-33, 7-40, 8-18, C-4
	CCR 423-01-41-211-R2
	MOD 102

	CH09
	04/14/2000
	vi, vii, viii, C-7, C-8
	CCR 423-01-41-220
	MOD 104

	CH10
	04/17/2000
	vi, vii, viii, 7-6
	CCR 423-01-41-215
	MOD 106

	CH11
	04/22/2000
	vi, vii, viii, E-1, E-2
	CCR 423-01-41-214
	MOD 106

	CH12
	04/19/2000
	vi, vii, viii, C-6, C-7,  C-8
	CCR 423-01-41-218
	MOD 106

	CH13
	06/02/2000
	vi, vii, viii, 7-10, 7-19
	CCR 423-01-41-216
	MOD 109

	CH14
	06/28/2000
	vi, vii, viii, E-1, E-2
	CCR 423-01-41-219-R1
	MOD 112

	CH15
	06/28/2000
	vi, vii, viii, E-2
	CCR 423-01-41-222
	MOD 112

	CH16
	08/05/2000
	vi, vii, viii, 7-19, 7-23, C-7
	CCR 423-41-32-015-R1
	MOD 115

	CH17
	08/16/2000
	vi, vii, viii, 7-39, 7-42, 7-43, 7-46, C-1, C-2, D-1
	CCR 423-01-41-223
	MOD 115
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	CH18
	08/18/2000
	 v, vi, vii, viii, 7-44
	CCR 423-01-41-224
	MOD 115

	Rev D
	09/28/2000
	All
	CCR 423-01-41-213-R2
	MOD 119

	CH01
	10/12/2000
	 vii, ix, x, B-14, B-15, B-16, B-17, C-1, C-6, C-7, C-8, C-11
	CCR 423-01-41-225
	MOD 119

	CH02
	10/16/2000
	vii, ix, x, C-8, C-11
	CCR 423-41-57-013-R1
	MOD 125

	CH03
	11/17/2000
	vii, ix, x, 2-1, 2-6, C-1
	CCR 423-01-41-230
	MOD 125

	CH04
	12/08/2000
	vii, ix, x, 7-31, 7-32
	CCR 423-01-41-234
	MOD 126

	CH05
	12/13/2000
	vii, ix, x, 7-16, C-5, C-6, C-7, C-8, C-11
	CCR 423-01-41-232
	MOD 134

	CH06
	01/28/2001
	vii, ix, x, C-8
	CCR 423-01-41-235
	MOD 134

	CH07
	05/08/2001
	vii, ix, x, C-5, C-6, C-7, C-8, C-11
	CCR 423-01-41-226
	MOD 134

	CH08
	05/30/2001
	vii, ix, x, 7-13, 7-14, 7-27
	CCR 423-01-41-237
	MOD 134

	CH09
	06/20/2001
	vii, ix, x, C-5, C-7, C-8
	CCR 423-01-41-243
	

	CH10
	07/24/2001
	vii, ix, x, C-6, C-7, C-8, C-11
	CCR 423-01-41-239
	

	CH11
	08/24/2001
	vii, ix, 2-1, 5-7, 5-8, 5-9
	CCR 423-01-41-229
	

	CH12
	12/19/2001
	vii, ix, x, C-6, C-7, C-8, C-11
	CCR 423-41-57-021-R1
	

	CH13
	03/05/2002
	vii, ix, x, 6-85
	CCR 423-01-41-246
	

	CH14
	03/06/2002
	vii, ix, x, 7-24, 7-32, 7-33
	CCR 423-01-41-247
	

	CH15
	02/21/2002
	vii, ix, x, C-3, C-6, C-7, C-8, C-11
	CCR 423-41-57-020-R4
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1.  Introduction

The Earth Observing System Data and Information System (EOSDIS) as the National Aeronautics and Space Administration’s (NASA) overall Earth Science discipline data system will provide the ground system for the collection and analysis of science data to support scientists in resolving the dynamics of the Earth’s components and the processes by which they interact.  As a part of the Earth Observing System (EOS) Program, EOSDIS will support: the planning, scheduling, and control of the EOS series of spacecraft; exchanging commands, data, and algorithms with the European Space Agency (ESA), Japan, Canada, the National Oceanic and Atmospheric Administration (NOAA), and any other non-NASA entities involved in the overall EOS mission; the coordination of these activities with other data gathering systems; and the transformation of the observations into physical variables, providing for higher levels of processing and presenting the data to users in forms that facilitate and stimulate interactive scientific research.  EOSDIS will support NASA Earth Probe (i.e., non-EOS NASA Earth science flight projects) missions and will add to its database other selected non-EOS data that are required for use in conjunction with EOS data.  EOS, Earth Probe, and other selected non-EOS data and products will be cataloged, archived, and be retrievable in a manner that supports the scientist in developing a better understanding of the way the earth functions.  The portion of EOSDIS specified in this document for Phase C/D design and development is called the EOSDIS Core System (ECS).

The ECS is based on the functional and performance capabilities required by the baseline EOSDIS design, i.e., the acquisition, processing, storage, and distribution of the data acquired by the EOS spacecraft; the incorporation of selected non-EOS data sets, specifically data sets produced by sources other than EOS instruments that complement data from EOS instruments in supporting NASA’s Earth science research program; and the development of a comprehensive data and information management system.

1.1
Scope

This specification contains the functional and performance requirements of the ECS.  The ECS will be an evolutionary development.  This specification is the baseline from which the ECS will evolve.

1.2
Document Organization

The document is structured into eight sections plus appendices:

•
Section 1, Introduction – Introduces the capabilities of EOSDIS, the purpose, content and structure of the ECS Functional and Performance Requirements Specification.

•
Section 2, Applicable and Reference Documents – Lists the set of Government and non-Government documents which form a part of this specification and which are referenced in the Functional and Performance Requirements Specification.

•
Section 3, Overview of EOS and EOSDIS – Presents an overview of the EOS mission, EOS Instruments, EOS and non-EOS data, the Science/User Community and the role of EOSDIS within the mission objectives.

•
Section 4, EOSDIS Core System Description – Presents an overview of the EOSDIS Core System architecture which provides a basis for the requirements specification.  A description of the internal interfaces and major external interfaces is presented along with a high level description of the data flows between the ECS elements and the supporting external facilities.

•
Section 5, ECS System-Wide Requirements – Discusses the requirements allocated to the ECS end-to-end system.  The system-wide operational, functional and performance requirements are specified.  In addition, overall system-wide Security, Reliability, Maintainability, and Availability (RMA), and ECS external interface requirements are included in this section.

•
Section 6, Flight Operations Segment (FOS) – Presents a description of the FOS and defines the requirements necessary to establish the ground-based control of the EOS spacecraft and instruments.  The ECS elements which are part of FOS are the EOS Operations Center (EOC) and the Instrument Control Center (ICC).

•
Section 7, Science Data Processing Segment (SDPS) – Presents a description of the SDPS and defines the requirements necessary to establish the ECS science data processing capabilities.  A DAAC, or Distributed Active Archive Center, is a facility where components of the SDPS are delivered.

•
Section 8, Communications and System Management Segment (CSMS) – Presents the concepts, architecture and requirements necessary to define the system management and network functions.

Appendices – Contains appendices to the ECS Functional and Performance Requirements Specification as follows:

•
Appendix A:
Glossary – Contains the glossary for the ECS Requirements Specification and Statement of Work (SOW).

•
Appendix B:
Acronyms – Contains the list of acronyms for the ECS Requirements Specification and SOW.

•
Appendix C:
Data Volumes and Assumptions – Contains tables of data volumes for the spacecraft, instruments, and DAACs.

•
Appendix D:
EOS Instrument Manifest – Contains a table of instruments residing on the spacecraft.

•
Appendix E:
Non-EOS Data Requirements Summary – Identifies the types and sources of non-EOS data that are used in the interpretation or validation of data from EOS instruments.

1.3
Traceability

This document contains requirements with unique requirement identifiers to aid in the upward and downward tracing of requirements.  An attempt was made to ensure that each unique requirement was written as a “shall” statement and was assigned an identifier.

1.4
Expandability

This specification describes the performance requirements with which the ECS shall comply during the period of performance of the contract.  This specification also describes certain requirements for expandability or future expansion beyond those performance requirements with which the ECS must comply during the period of performance of the contract.  These requirements may be added to the ECS during the period of performance of the contract.  The methodology for expandability and future expansion is described in the ECS Systems Engineering Plan (DID 201/SE1), where the ECS System Implementation Plan (DID 301/DV1) details the implementation process.  The design, implementation, and maintenance and operations of the ECS must permit such expansion.  Unless explicitly limited to expandability or future expansion, the terms “shall,” “shall provide the capability,” “shall have the capability,” and “shall be capable” shall be interpreted identically and mean that the function, service, capacity, etc. described is a mandatory and current requirement for the baseline ECS with which the contractor must comply during the period of performance of the contract.

1.5
Design Goals

This specification also describes certain design goals that ensure adequate design margins exist for key performance requirements.  Adherence to design goals shall be demonstrated by modeling, simulation, and/or analysis as part of the design review process and the as-built configuration audit process.  System acceptance shall be based only on specified requirements and not design goals.

2.  Applicable and Reference Documents

2.1
Applicable Documents

Applicable Documents (ADs) are those specifications, standards, criteria, etc. used to define the requirements of this specification.  In the event of a conflict between an AD and this specification, this specification takes precedence.  Should a conflict occur among ADs, the Contractor shall request resolution from the Contracting Officer.  ADs shall be considered firm requirements and are binding on the Contractor.  The following are applicable documents to this specification.

2.1.1
NASA and GSFC Documents

	DOCUMENT NUMBER & DATE
	DOCUMENT TITLE
	
	

	1.
541-107, 11/95
	NASA Communications (Nascom) Access Protection Policy and Guidelines
	
	

	2.
420-05-03, 5/23/91
	Performance Assurance Requirements for the EOS Data and Information System
	
	

	3.
NPG 2810.1
	Security of Information Technology
	
	CH11

	4.
DELETED
	
	
	

	5.
DELETED
	
	
	

	6.
NASA-STD-2100-91; 7/91
	NASA Software Documentation Standard, Software Engineering Program
	
	

	7.
NPD 1600.2A, 4/20/98 
	NASA Security Policy
	
	

	8.
423-10-01-0, 3/2000
	ESDIS Project Level 2 Requirements, Volume 0: Overall ESDIS Project Requirements
	
	CH03

	9.
423-10-01-1, 3/2000
	ESDIS Project Level 2 Requirements, Volume 1: EOSDIS Core System (ECS)
	
	CH03


2.1.2
Handbooks, Standards and Military Specifications

	DOCUMENT NUMBER & DATE
	DOCUMENT TITLE

	1.
ANSI/X3.159-1989
	C Programming Language Standard

	2.
ANSI/X3.9-1978
	FORTRAN Programming Language Standard

	3.
FIPS PUB 146-1
	Government Open System Interconnect Profile (GOSIP)

	4.
FIPS PUB 151, 9/88
	POSIX: Portable Operating System Interface for Computer Environments

	5.
IEEE 1003.1-1988
	Portable Operating System Interface for Computer Environments (POSIX) Standard for System Interface

	6.
IEEE 1003.2-1988
	Portable Operating System Interface for Computer Environments (POSIX) Standard for Shell and Tools

	7.
IEEE 1003.5-1988
	Portable Operating System Interface for Computer Environments (POSIX) Standard for Ada Language Bindings

	8.
IEEE 1003.6-1988
	Portable Operating System Interface for Computer Environments (POSIX) Standard for Security Extension

	9.
IEEE 1003.8-1988
	Portable Operating System Interface for Computer Environments (POSIX) Standard for Networking

	10.
IEEE 1003.9-1988
	Portable Operating System Interface for Computer Environments (POSIX) Standard for FORTRAN Language Bindings

	11.
MIL-HDBK-472, 5/66
	Maintainability Prediction

	12.
MIL-STD-470A, 1/83
	Maintainability Program for Systems and Equipment, Task 104

	13.
MIL-STD-1815-A, 1/83
	Department of Defense, Ada Language Reference Manual


	14.
Unnumbered, 7/90
	National Computer Systems Laboratory (NCSL) Bulletin, Guidance to Federal Agencies on the Use of Trusted Systems Technology

	15.
MIL-HDBK-217F
	Reliability Prediction of Electronic Equipment

	16.
Unnumbered, 5/93
	X-Window System User’s Guide; OSF/MOTIF Version 1.2

	17.
RFC 1540
	Internet Official Protocol Standards

	18.
Unnumbered, 7/92
	Proposed Government Network Management Profile (GNMP); National Institute of Standards and Technology


2.2
Reference Documents

Reference documents are those documents included for information purposes; they provide insight into the operation, characteristics, and interfaces of the EOSDIS, as well as relevant background information.  The Contractor is bound by these documents to the extent specified in this specification or in its applicable documents.  The following are reference documents to this specification.

	DOCUMENT NUMBER & DATE
	DOCUMENT TITLE

	1.
Announcement of Opportunity No.  OSSA-1-88, 88
	Earth Observing System (EOS) Background Information Package (BIP), NASA

	2.
CCSDS 200.0-G-6, 1/87
	Report Concerning Space Data System Standards; Telecommand, Summary of Concept and Service, Consultative Committee for Space Data Systems, Washington, DC

	3.
CCSDS 201.0-B-1, 87
	Recommendation for Space Data System Standards; Telecommand, Part 1: Channel Service – Architectural Specification, Consultative Committee for Space Data Systems, Washington, DC


	4.
CCSDS 202.0-B-1, 87
	Recommendation for Space Data System Standards; Telecommand, Part 2: Data Routing Service – Architectural Specification, Consultative Committee for Space Data Systems Washington, DC

	5.
CCSDS 202.1-R-3, 4/90
	Recommendation for Space Data System Standards; Telecommand, Part 2.1: Command Operation Procedures, Consultative Committee for Space Data Systems, Washington, DC

	6.
CCSDS 203.0-B-1, 87
	Recommendation for Space Data System Standards; Telecommand, Part 3: Data Management Service – Architectural Definition, Consultative Committee for Space Data Systems, Washington, DC

	7.
CCSDS 301.0-B-2, 4/90
	Time Code Formats, Consultative Committee for Space Data Systems, Washington, DC

	8.
CCSDS 701.0-B-1, 10/89
	Recommendation for Space Data System Standards; Advanced Orbiting Systems, Networks and Data Links: Architectural Specification, Consultative Committee for Space Data Systems

	9.
 423-10-02
	Earth Science Data and Information System (ESDIS) Project Plan

	10.
OMB Circular # A-127, 7/23/93
	Financial Management Systems

	11.
OMB Circular # A-130, 2/8/96
	Management of Federal Information Resources

	13.
423-16-01
	Data Production Software and Science Computing Facility (SCF) Standards and Guidelines

	14.
Unnumbered, 8/90
	MO&DSD Automated Information System Security Policy, GSFC

	15.
Unnumbered, 11/84
	General Accounting Office, (GAO) Title 2 – Accounting and Title 3 - Audit

	16.
Unnumbered, 87-88
	USGS/NMD/EROS Data Center Distributed Ordering, Research, Report and Accounting Network Requirements


	17.
560-EDOS-0202.0004, 11/23/92
	Earth Observing System (EOS) Data Operations System (EDOS) Functions and Performance Specification

	18.
CFR 36, 7/1/87, Part 1234
	ADP Records Management, National Archives and Records Administration

	19.
NBS Special Publication
No.  500-101 (6/83),
NBS.NIST
	S. B. Geller, Care and Handling of Computer Magnetic Storage Media

	20.
Unnumbered, 1990
	Managing Electronic Records, NARA Instruction Guide Series

	21.
National Archive Technical
Information Paper No. 8, 6/90
	A National Archives Strategy for the Development and Implementation of Standards for the Creation, Transfer, Access, and Long-Term Storage of Electronic Records of the Federal Government

	22.
ISO 7498-1, 1995
	OSI Basic Reference Model

	23.
ISO 7498-4, 11/15/89
	OSI Management Framework

	24.
ISO DIS 10040, 1/1/92
	OSI Systems Management Overview

	25.
ISO 9040, 6/15/97
	Virtual Terminal Service – Basic Class

	26.
ISO 9041, 6/15/97
	Virtual Terminal Protocol – Basic Class

	27.
ISO DIS 9594, 1/1/95
	OSI Directory Services

	28.
DID 201/SE1
	ECS Systems Engineering Plan

	29.
DID 301/DV1
	ECS System Implementation Plan

	30.
DID 604/OP1
	ECS Operations Concept Document

	31.
Unnumbered, 3/93
	Earth Observing System Mission Operations Concept

	32.
423-10-01-5
	ESDIS Project Level 2 Requirements, Volume 5: EOSDIS Version 0


2.3
Science Reference Documents

The following documents generated by the science community are listed here for reference only:

	Document Number & DATE
	Document Title
	
	

	1.
Unnumbered, 89
	Science Advisory Panel for EOS Data and Information, Initial Scientific Assessment of the EOS Data and Information System (EOSDIS), EOS‑89-1, 43 pp., NASA Goddard Space Flight Center, Greenbelt, MD
	
	

	2.
Unnumbered, 89
	Dutton, J. A., The EOS Data and Information System: concepts for design, IEEE Transactions on Geoscience and Remote Sensing, 27, 109-116
	
	

	3.
Unnumbered, 5/90
	Dozier, J., Looking Ahead to EOS: The Earth Observing System, Computer in Physics
	
	

	4.
Unnumbered, 8/90
	National Aeronautics and Space Administration, Early-EOSDIS Program Plan, NASA Headquarters, Washington, DC
	
	

	5.
Unnumbered, 90
	Dozier, J. and Ramapriyan, H.K. (1991) Planning for the EOS data and information system
	
	

	6.
Unnumbered, 1999
	Earth Observing System Reference Handbook, NASA (GSFC)
	
	CH03

	7.
Unnumbered, undated
	A preliminary EOS Investigator Software System Development Roadmap, B. Barkstrom and J. Dozier, Draft
	
	

	8.
Unnumbered, 7/91
	A User Model for EOSDIS, B. Barkstrom
	
	


3.  Overview of EOS and EOSDIS

This section presents background information on the EOS mission and EOSDIS.  It is intended to provide a synoptic look at EOSDIS in the context of the EOS program and to address the assumptions and constraints affecting the EOSDIS Core System (ECS) architecture and specifications.

3.1
EOS Mission

EOS is a long-term, interdisciplinary, and multidisciplinary research mission to study global-scale processes that shape and influence the Earth as a system.  An objective of the EOS mission is to provide the long-term observations and the supporting information necessary to develop a comprehensive understanding of the way the Earth functions as a natural system.  This includes the interactions of the atmosphere, oceans, cryosphere, biosphere, and solid Earth, particularly as they are manifested in the flow of energy through the Earth system, the cycling of water and biogeochemicals, and the recycling of the Earth’s crust driven by the energy of the interior of the Earth.  The comprehensive global approach to the study of these processes has been termed Earth System Science and has a strong focus on the development of the capability for accurate prediction of the future evolution of the Earth system on time scales of decades to a century.

The EOS mission objectives will be accomplished through the provision of:

a.
An observing system to provide the full set of essential, global Earth science data available from low Earth orbit on a long-term, sustained basis and in a manner which maximizes the scientific utility of the data and simplifies its analysis;

b.
A comprehensive data and information system to provide the Earth science research community with easy, affordable, and reliable access to the EOS and other appropriate Earth science data;

c.
An integrated scientific research program to investigate processes in the Earth system and improve predictive models.

The EOS program is international and interagency in scope.  The acquisition of new global science data will be accomplished by the integration and launch of instruments on the spacecraft developed by NASA, the European Space Agency (ESA), and the Japanese National Space Agency (NASDA).

The National Oceanic and Atmospheric Administration (NOAA) will be flying its operational instruments on the first ESA spacecraft as well as on its own free-flyer series and will maintain the data in a database which will be interoperable with the ECS databases.  A Memorandum of Understanding between NASA and NOAA defines NOAA’s role and its major responsibilities as an active participant in the EOS Program.  NOAA data products will be made available to EOSDIS for distribution to requesting investigators.  It is also currently envisioned that some instrument data from the EOS spacecraft will be routed directly to NOAA by the Earth Observing System (EOS) Data and Operations System (EDOS).

EOS together with EOSDIS is a complete research and information system capable of acquiring and maintaining long-term, calibrated, time-series data bases of Earth observations and providing access to non-EOS data and research results obtained using EOS data.

The EOS spacecraft, instruments, and the overall program are described in the EOS Reference Handbook.

3.2
EOS Instruments

Please see the EOS Reference Handbook.

3.3
ECS Data

In this specification, “ECS data” is defined as all data, from whatever source, that will be ingested, cataloged, archived, and distributed by the ECS, and therefore for which the ECS shall provide information management and archive and distribution functions as described in Section 7 of this specification.

In this specification, all NASA non-EOS Earth science flight missions, or non-NASA missions on which NASA will fly instruments, are referred to as “Earth Probes.” The ground systems external to ECS which provide product generation, principal investigator support, and short term storage are called Earth Probe Data Systems (EPDSs).

The term “non-ECS data” refers to all data held externally to the ECS, by Affiliated Data Centers (ADCs), Other Data Centers (ODCs), or Science Computing Facilities (SCFs).  In some cases the ECS will facilitate access to these data.

3.3.1
EOS Spacecraft and Instrument Data and Products

Data product capacities for the EOS series are described in Appendix C.

3.3.2
Data from EOS Instruments on International Partner Polar Spacecraft

The ECS shall be designed to be expandable to provide information management and data archive and distribution functions for EOS instruments flown aboard International Partner (IP) Polar Spacecraft.

3.3.3
Other Mission to Planet Earth Data

Data products and metadata from then ongoing and subsequent new Earth science missions, including those listed in the preceding section that are still active and new Earth science missions including the Landsat 7 may be selected by NASA to be supported by the ECS.  The ECS will receive these data, products, and metadata from the mission unique data systems.  Data from other Mission to Planet Earth spacecraft are described in Appendix C.

3.3.4 Data from Non-NASA Earth Science Flight Missions

The ECS will provide information management, archive, and distribution services for the following missions:

	Spacecraft

	Instruments
	

	ADEOS II
	AMSR (Level 1A only)
	


3.3.5 Correlative Data

The ECS shall ingest and provide information management and archive and distribution functions for selected correlative data required to support NASA’s Earth science research program, including non-NASA satellite and in situ data required for EOS product generation or quality assessment and validation.

3.4
Science/User Community

The EOSDIS user community includes three major categories of users, (1) EOS investigators, (2) non-EOS-affiliated science users, and (3) other users.  The EOS investigators include more than 500 investigators funded or approved by EOS for instrument development and scientific investigations.  The EOS investigators support staff also fall into this category.  Non-affiliated science users include Earth science researchers at U.S. and foreign government agencies and universities.  ECS user support staff will use the system to assist users in acquiring data sets of interest.

EOS data policy will help transcend the traditional boundaries of access to mission data for these groups.  Investigators using data are expected to contribute products back to EOSDIS, so that the data and information base maintained by EOSDIS will grow in size and science value over time.

3.4.1
EOS Investigators

There are three types of EOS-funded science investigators:

a.
Instrument Investigators [a single Principal Investigator (PI) plus Co‑Investigators (Co‑Is)];

b.
Research Facility Instrument Teams [a single Team Leader (TL) plus Team Members (TMs)]; and

c.
Interdisciplinary Investigators [a single PI and Co‑Is]

Instrument Investigations are performed by a group of scientists interested in investigations which include the design, development, test, calibration, operation, algorithm development, and data analysis for Earth observing instruments.  These scientists, under the leadership of the PI, will plan and conduct research, reduce, analyze and interpret data, and publish their results.  The PI will ensure that the experiment definition, instrument design and development, planning and support of mission operations, and data validation, quality control, analysis, and publication are successfully carried out.  The Co‑Is will assist the PI in meeting his responsibilities and will participate in the group’s operation as defined in a Science Management Plan.

A Research Facility Instrument Team consists of selected scientists who are interested in investigations which make use of one of the Research Facility Instruments being developed by the EOS Project, and who can contribute substantially to guiding its design, development, test, calibration, operation, data reduction, or algorithm development.  The Research Facility Instrument Team Members (TMs) will function in a manner similar to Co‑Is on an instrument investigation.  Each team will be organized under the direction of a Team Leader (TL).  The TL will have primary responsibility for the conduct of the Team’s Investigation as well as direction of Team activities.

An Interdisciplinary Investigation is conducted by a group of scientists interested in the analysis and interpretations of data from EOS instruments as well as data from other sources.  The purpose of this type of participation is to exploit the synergistic nature of the EOS experiments to assure that the multidisciplinary scientific tasks of EOS are adequately addressed, to help guide the development of EOSDIS and to provide a strong theory and data analysis perspective to mission planning.  In addition to analyzing data, these investigations may include the development of theoretical models whose capabilities and results would be made available to the EOS investigator community.  The interdisciplinary investigators, under the leadership of the PI, will plan and conduct the research, analyze and interpret EOS and non-EOS data, and publish their results.

The range of disciplines contained in this portion of the science/user community covers the atmosphere, biosphere, cryosphere, hydrosphere, and solid Earth.  Within the user community there are two major orientations, the instrument-oriented user and the discipline-oriented user.  The instrument-oriented user is usually a remote sensing scientist concerned with how best to use the data from a given instrument to learn more about the environment.  This user will be particularly interested in how best to calibrate the instrument and validate its data products.  The user will also be interested in developing new sensing techniques.  The discipline-oriented user will usually be a PI or Co‑I associated with an interdisciplinary science team.  Their interest is more likely to involve use of data from multiple instruments to tackle a science problem.

Within the discipline-oriented users, there is a further important distinction between investigators interested in global data sets and investigators oriented towards regional data.  The two geographic interests are important for such data operations as subsetting and data examination.  A global investigator is likely to want overviews and latitudinal averages as part of his searches for meaningful data.  A regional investigator is likely to want to look at small portions of the Earth with many different kinds of data.  The investigator will need subsets of many of the standard data products.  Design of the EOSDIS should also take into consideration that several of the discipline-oriented investigations involve global modeling.  This activity requires a large number of diverse inputs and large volumes of data are generated by running the model.

EOS investigators and their staff will have different levels of familiarity with computer investigations of data and data retrieval technology.  They will also have different preferences for their method of interacting with the EOSDIS in searching for and ordering data.  Although a continuum of experience and knowledge is likely to be present, instrument-oriented investigators are likely to be focused on their instrument data and similar kinds of data in EOSDIS, whereas discipline-oriented investigators are likely to be less familiar with the full range of data that might apply to their work.  Furthermore, instrument-oriented investigators are likely to be data producers; discipline-oriented investigators are likely to be data users.  These distinctions have important ramifications for the organization of the data and metadata, and for the work done by the EOSDIS Information Management System (IMS).

3.4.2
Non-EOS Affiliated Science Users

The user community of the EOSDIS extends past the boundary of mission-selected research scientists (the TLs, TMs, PIs, and Co‑Is) associated with a particular instrument or research investigation.  EOS data and information will be used by the broader operational and research communities, including such groups as U.S. and international operational agencies and the international Earth science research community at academic and government institutions.  Fittingly for a science program studying global processes, the EOSDIS user base will be global in nature, spanning not only U.S. and IP investigator teams, but the general international science community as well.

Researchers at academic and governmental institutions who are not affiliated with the EOS Program will be able to access the EOSDIS catalogs and order EOS and related data products.  In particular, the EOS data system will provide access to data for research programs of other U.S. Government agencies (e.g., U.S. Geological Survey, NOAA, and the National Forest Service).

Non-EOS affiliated science users will include on their application for resources an abstract of the work to be done, their university or corporate affiliations, funding agencies, and fields of scientific research.  These users will also indicate whether the EOS data and EOSDIS services will support such activities as non-profit scientific research, industrial research, operational forecasting, regulatory or law enforcement, or producing engineering requirements for future observation systems.

During the early years of this effort, these users are likely to be drawn from the pool of existing customers of Earth science data, including the Climate, Land, and Ocean Data Centers, as well as users of the Landsat and SAR data bases.  As EOSDIS develops, this portion of the user community should expand.

In contrast with the EOS investigators, many of the non-EOS affiliated science users will have a much greater need for a user-friendly data search capability and extensive help features.  These users will likely become the dominant community when EOS data are being produced on an operational basis, after validation.

3.4.3
Other Users

Other users constitute a population with more diverse characteristics than the two categories listed previously.  These users can be further subdivided into the following groups:

a.
Policy makers and implementers

b.
EOSDIS and EOS managers

c.
EOSDIS development and operations personnel

d.
External system developers and tool developers

e.
Small data set users

f.
Commercial/applications users

g.
Educational users

Policy makers and implementers include such groups as Congressional staff, and employees or consultants for state and local planning organizations.  These users are expected to want to use EOS data for examining the current situations under their jurisdictions.

EOSDIS and EOS managers will interact with EOSDIS for such purposes as obtaining accounting information, analyzing system use and user profiles, and measuring other statistical information that will aid in managing and planning EOS and EOSDIS.  These users will likely often be required to generate system wide reports related to system usage and data holding for NASA management and budget authorities.

The EOSDIS development and operations personnel will access EOSDIS to test and tune the components of the system and to carry out daily operations and maintenance.  In addition, the user support staff will access the IMS component to assist science users in searching metadata and ordering data.

External system developers include consultants and other individuals developing systems outside the EOS data use activity who wish to gain insights from the EOSDIS design.  Such users are likely to want to try all elements of the system, but will not have a serious long-term use for the data, since their interests lie in the development of systems involving other kinds of data.

Tool developers and users are individuals who wish to explore ideas for data manipulation and visualization.  These individuals are not likely to use large amounts of data.  Rather, they will work with a small amount of data repeatedly.  These individuals are usually quite competent at computer programming.

Small data users are individuals who want only a small amount of data for illustrative purposes in a scientific research paper.  The amount of data they desire is likely to fit in a current floppy disk file.  They would prefer to have the data in ASCII format so that they can read it with a microcomputer.

3.5
Science Computing Facilities

Science Computing Facilities (SCFs), located at science investigator facilities, will be used to develop and maintain algorithms, produce data sets, validate data, and analyze and synthesize EOS and other data to expand knowledge about the Earth System and its components.  The ECS will provide toolkits for use by scientists at the SCFs.  SCFs are outside the scope of this contract.

3.6
International Partners

EOSDIS also supports interfaces to the IPs who, as major participants in the EOS program, provide spacecraft, instrument payloads, satellite communications relay, and data acquisition, processing, archiving, and distribution capabilities.  Considerable coordination will be required to make EOSDIS work on an international scale.  Memoranda of Understanding will be signed between NASA Headquarters and the European Space Agency (ESA), a representative agency in Japan, and the Canadian Space Agency (CSA) which detail each agency’s participation.

ESA will provide two spacecraft with the first ESA spacecraft carrying NOAA operational instruments.  The Space Technology Agency (STA) of Japan will provide one spacecraft with a potential for adding subsequent spacecraft.  All agencies will exchange data and will support planning and scheduling, commanding, and operations of instruments on their respective spacecraft.  Instruments from several countries will be carried by U.S. spacecraft, requiring commanding support as well as data processing and exchange services.  U.S. participants will require data from international payloads on any of the spacecraft and the international participants will require access to U.S. payload data for their processing and/or investigations.  EOSDIS will also provide for the exchange of data between the U.S. and the many international databases.

3.7
Operations Concept

The operational EOSDIS can be divided into two major areas of functional responsibility – Mission Operations and Data Operations.

Mission operations encompass the coordination of operation of EOS instruments, the operation of the spacecraft and its support systems, and the scheduling and operational use of institutional services such as the Space Network (SN), EOSDIS Backbone Network (EBnet) and the Flight Dynamics System (FDS).  Mission operations also address the planning, scheduling, commanding, and operation of the flight instruments.  Each instrument’s operations are constrained to work within the framework of overall spacecraft mission operations and each must schedule and/or share spacecraft services such as power and communications.  Mission operations are scheduled to meet the objectives of the EOS long term science plan and thus are focused on the accomplishment of science data acquisition.  This function requires determining and monitoring the health and safety of the spacecraft and payloads and protecting the spacecraft and payloads from harm caused by the malfunction or misoperation of any payload or system.

Data operations include the receipt of instrument science data via the SN, EDOS, and EBnet; the routine processing and reprocessing of the instrument data to standard data products; quality assuring, accounting, cataloging, and archiving of these data products; the management of data, metadata, and information; and the distribution of these data products to the user community.  Distribution will be varied: electronic methods may serve for some data sets and data queries; however, express or regular mail shipment of data on tapes or optical disks may be more cost effective for larger data sets.  Also included in data operations are access to instrument and spacecraft engineering data, and access to non-EOS data archives.  Additionally, the receipt, archiving, and distribution of non-standard EOS data products from the EOS investigators, and of data from the Landsat 7, other Earth Probes, and other data sources, is part of data operations.

3.8
EOSDIS Role

A major key to the success of the EOS mission lies in the successful implementation of the EOSDIS.  This distributed information system will provide access to data from the EOS instruments, Earth Probe instruments, related data, and to the scientific results of the research using these data.  A fully realized EOSDIS will provide the data management infrastructure for space-based Earth science research in the 1990s and beyond.  The EOSDIS role includes:

a.
Receive, process, store, and manage all data from the mission and research results

b.
Receive, store, and manage data and products from the Landsat 7 mission and other NASA Earth Probe missions as they are identified

c.
Provide for the distribution of data to investigators, the exchange among the investigators of research results, and the information system capabilities, including software, required to carry out the research

d.
Provide access for the Earth science community to all EOS, Landsat 7, and other Earth Probe data and the data products resulting from research using these data

e.
Provide the planning and scheduling for, and the command and control of, space elements of the mission

EOSDIS will provide the capabilities for spacecraft command and control of the NASA spacecraft with EOS payloads; for instrument command and control for all NASA instruments on any spacecraft; for having the data processed and active, permanent archiving of data from EOS instruments, Earth Probe instruments, and selected other data; and for exchanging commands, data, and algorithms with non-NASA entities involved in the overall EOS mission.

EOSDIS will also provide information on the location and content of Earth science data sets, provisions for ordering and acquiring new data sets from the spacecraft, acquisition and processing of standard data sets for use by the user community, obtaining, retaining, and distributing detailed research results (special data sets) which have made use of EOS data, and for supporting selected EOS investigations.  The EOSDIS must be designed to provide easy access to EOS, Landsat-7, Earth Probe, and other archived data from the beginning to at least five years beyond the end of the EOS observing mission (i.e., for at least 20 years after the launch of the first EOS spacecraft).

EOSDIS is conceived as a complete research information system that incorporates traditional mission data system facilities, but includes additional capabilities such as well-calibrated, well‑documented long-term data products and direct, on-line electronic data access for EOS researchers.

Key functional objectives for the overall EOSDIS system include:

a.
Unified and simplified means for accessing and obtaining Earth science data

b.
Prompt access to all levels of data and documentation concerning the processing algorithms and validation of the data, and to data sets and documentation that result from research and analyses conducted using the data provided by EOS and Earth Probes

c.
Enabling a distributed community of Earth scientists to interact with data sources and mission operations from their home facilities

d.
Responsiveness to user needs

e.
Capability for evolution, growth, and adaptation to new sources of data and new data system technologies

ECS will provide the basic functionality of EOSDIS as described in Section 4.

This page intentionally left blank.

4.  EOSDIS Core System (ECS) Description

This section describes the EOSDIS Core System (ECS) in terms of the system architecture, external interfaces, ECS functionality, and a high-level view of operations.

4.1
ECS Architecture

Because of its size and complexity, the ECS is conceived as a hierarchy of segments, elements, subsystems, and components.  Three ECS segments are defined to support three major operational areas: flight operations, science data processing, and communications/system management.  The segments will further divided into ECS functional subsystems to provide the support required by the operational segments.

The three major ECS segments and their supporting elements are described below and may be found in Figure 4-1:

a.
A Flight Operations Segment (FOS) which manages and controls the EOS spacecraft and instruments.  The FOS elements include:

1.
EOS Operations Center (EOC) – GSFC element responsible for mission planning and scheduling and the control and monitoring of mission operations of the EOS spacecraft and instruments

2.
Instrument Control Centers (ICCs) – the elements responsible for scheduling, commanding, and operating the science instruments and for monitoring of instrument performance.  A subelement of the ICC is the Instrument Support Terminal (IST) which consists of investigator-site ECS software to connect a Principal Investigator (PI) or Team Leader (TL) to an ICC in support of remote instrument control and monitoring.  (Investigator facilities are shown in Figure 4-1 outside the FOS, but connected to it via the NSI or EBnet depending on the criticality of functions and performance requirements.)
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Figure 4-1.  ECS Conceptual Architecture

b.
A Science Data Processing Segment (SDPS) which provides a set of processing and distribution elements for science data and a data information system for the entire EOSDIS.  The SDPS components primarily reside at Distributed Active Archive Centers (DAACs).  The DAACs provide the facilities along with the management and operations support for the SDPS provided functions.  The SDPS consists of:

1.
Product generation function - processes data from the EOS instruments to Level 1-4 data products

2.
Data archive and distribution function - provides short and long term storage for EOS, and other Earth Observing Missions, and other related data, software, and results, and distributes the data to EOSDIS users

3.
Information management function  – a distributed data and information management function and user services suite for the ECS.  The information management function must function as a single integrated service from the point of view of the user, and must present the same comprehensive view of the ECS from any ECS access node.

c.
A Communications and System Management Segment (CSMS) which provides overall ECS management and operations of the ground system resources, provides facilities and communications/networking services at each ECS Site facility, and interfaces to NASA’s Space Network (SN) and the Wallops Orbital Tracking Station (WOTS), the Alaska Ground Station (AGS), the Norway Ground Station (SGS), the EOSDIS Backbone Network (EBnet), NASA Science Internet (NSI), and other communications networks.  SN and WOTS are accessed by CSMS via the EBnet interfaces.  The CSMS does not include the inter-DAAC wide area network which is provided by EBnet.  The CSMS elements include:

1.
System Management Center (SMC) – a system management service for EOSDIS ground system resources consisting of system monitoring and coordinating functions at GSFC and a local system management function at each SDPS and FOS site.

2.
ECS Site-specific networks – an internal ECS Site-specific communications network and services providing, for the interconnection of ECS subsystems at each ECS site facility including the EOC and SMC at GSFC to support ECS operations; an interface to EBnet wide area network for transfer of data between ECS DAACs, and between EDOS facilities and ECS elements at each ECS site facility including the EOC and SMC; and a separate network interface from the ECS to gateways provided by the NASA Science Internet (NSI) to external science research networks in support of other science communities’ access to the ECS.

4.2
Major Functions

The major ECS system-level functions relate directly to the responsibilities assigned to each of the ECS segments:

a. Flight Operations Segment

•
Mission control

•
Mission planning and scheduling

•
Instrument commanding

•
Spacecraft commanding

•
Mission operations

•
Spacecraft health & safety

•
Instrument health & safety

•
Spacecraft sustaining engineering analysis

b.
Science Data Processing Segment

•
Data processing

•
Data archive

•
Data distribution

•
Data information management

•
User support for data information

•
User support for data requests

•
User support for data acquisition and processing requests

•
User support for algorithm migration

•
Data and results ingest

c.
Communications and System Management Segment

•
Interface with external networks

d. Site-specific Network/communications management and services

•
System configuration management

•
System performance, fault, and security management

•
Communication of data sets, models, and software

These functions pertaining to the ECS segments and elements are described in detail in Sections 6.0, 7.0, and 8.0, respectively.

4.3
ECS External Interfaces

ECS will utilize, where possible, the functionality and facilities of institutions and organizations external to ECS.  This external support includes such facilities and/or resources as the EOS Project, the SN, the Earth Observing System (EOS) Data and Operations System (EDOS), the Flight Dynamics System (FDS), EOSDIS Backbone Network (EBnet) capabilities, and other NASA and NOAA institutional data management and storage facilities.  The following paragraphs discuss the supporting elements associated with the EOS project, institutional facilities, networks, data centers, and the user community.  Interfaces with these supporting elements are illustrated in the Conceptual ECS System Context diagram, Figure 4-2.

4.3.1
EOS Project

Although the ECS is contained within the EOS project, certain elements of the EOS project are considered to function as external interfaces to the ECS elements.  These elements include the EOS spacecraft, EDOS, EBnet, Version 0, the instrument payloads, and the EOS Investigator Working Groups.

The EOS Project is developing a series of spacecraft.  They will consist of a spacecraft core with power, thermal control, communications and tracking, attitude control, and orbit maintenance subsystems, data processing and storage, interfaces for forward and return link communications, and the capability to support multiple research and prototype operational payloads.  The ECS FOS will interface with the EOS instruments through EDOS to support commanding, monitoring, fault management, and control requirements.
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EDOS, a data handling and data distribution capability being developed by NASA, will provide data handling services for ECS.  EDOS will also maintain a back-up archive of Level 0 data, and provide copies of Level 0 data from the back-up archive to the ECS upon request.  The services to be provided by EDOS are:

a.
Data Delivery – Transfer of forward and return link data via the SN between designated sources and destinations and handling of data returned via the SN from the EOS spacecraft up through Level 0 data processing.  EDOS transfers Level 0 data to ECS and receives command data from ECS via EBnet services

b.
Back-up Data Archival – Permanent storage of Level 0 data

c.
EDOS Operations Management – Provision of data and system management services for all of EDOS.  It will provide a consistent interface to ECS for data accounting, fault isolation, and configuration management.  It will coordinate the electronic exchange of information among the EDOS services

V0 is an initial version of EOSDIS being developed jointly by ESDIS and the DAACs.  ECS will provide interoperability with Version 0 during the early development phases and will provide migration of Version 0 data to ECS during later versions.

The EOS Project has supporting ground elements for the series of EOS spacecraft, the spacecraft simulators and SDVF.  These elements are not part of the ECS, but support development and operations of EOS spacecraft.

4.3.2
Institutional Facilities

Earth Probe data, products, and metadata will be delivered to ECS via the Earth Probe Data Systems.

In addition to EDOS, the FDS at GSFC will play a role in supporting ECS.  The FDS provides orbit, attitude, and navigation computational services in support of NASA flight projects.  Pre-launch services include mission design analysis, trajectory analysis, sensor analysis, and operations planning.  Operational support services include orbit and attitude determination, anomaly resolution, maneuver planning and support, sensor calibration, post-delta velocity analysis, and generation of planning and scheduling data products.  In providing operational support to the EOS spacecraft and the instruments, the FDS will interact directly with the EOC to provide ephemeris predictions and post-maneuver verification of spacecraft parameters.  It will also support the SDPS to quality check the down-linked orbit/attitude and other ephemeris data, provide repaired or refined orbit and attitude values as negotiated per mission, and provide algorithms for ephemeris data transformations, calibrations, and transformations.

4.3.3
Networks

Networking and communications support for EOSDIS will be provided by the SN, EBnet, ESN, and the NSI.  Other institutional and commercial networks may be used also as links to the EBnet and ESN through NSI for general science community users.

The SN will be the primary data transport system for relaying data between EOS spacecraft and the ground, and will provide communication resource scheduling support to ECS.  The SN consists of the Network Control Center (NCC) at GSFC and the Tracking and Data Relay Satellite System (TDRSS), which includes the Tracking and Data Relay Satellites (TDRS), the White Sands Ground Terminal (WSGT), and the Second TDRS Ground Terminal (STGT) also located at White Sands.  The two TDRS ground stations will be capable of supporting at least four TDRSs.  The WSGT already exists; the STGT is in the implementation phase.  These ground terminals will support TDRS services for multiple spacecraft, including EOS.  The ground terminals will have enough redundancy to meet the data-timeliness requirements.  Their wide-band communication ports will allow transfer of large data volumes to EDOS in real-time.  Collectively, the SN elements will provide the communications path between the spacecraft Communications and Tracking (C&T) system and EDOS.

The AGS, SGS and the WOTS will be used as emergency backup to the SN, and are utilized by ECS via EBnet/EDOS.

The TDRSS provides forward link and return link services.  EOS spacecraft will use an average contact period of 30 minutes per orbit for high rate data, and data will be return linked to one of the TDRS ground stations and forwarded directly to EDOS for further routing.  Forward links available for commanding include a 1 Kbps S-band Multiple Access (SMA) link, a 10 Kbps S‑band Single Access (SSA) link, a 2 Kbps emergency operations link via S-Band ground stations and a 125 bps SSA link  (contingency).  There are also multiple return link services.  These include: a 150 Mbps KSA link (combination of I and Q channels at 75 Mbps each) for science data; a 16 Kbps MA link for real-time housekeeping data; 16 Kbps and 512 Kbps Single Access (SA) links for real-time housekeeping data; and a 1 Kbps SA link for contingency purposes.

The NCC is the operations control center for all SN activities.  The NCC provides operational management of all elements of the SN and is responsible for all scheduling activities for TDRS, the ground terminals, and interfaces to EBnet.  The NCC implements operations execution schedules, coordinates the scheduling for international relay, and performs link monitoring and fault isolation functions.

The consolidated EBnet wide area network includes the circuits, switching, and terminal facilities arranged in a global system to provide operational telecommunications and inter-DAAC science data products transport support for all EOS-related NASA projects.  EBnet will be developed and operated by Nascom organization and it will provide the data transport path from the EDOS elements to the ECS elements (DAACs, ICCs, and EOC) for operational data, from EBnet to SMC for management information, and between widely distributed ECS DAACs for science products.  EBnet will support a variety of bandwidths and will utilize state-of-the-art communications methods, including fiber optics and domestic communications satellites.  EBnet will also interface with other NASA, government, and commercial networks.

The NSI is a multi-discipline and multi-project network operated by the NASA Science Internet Project Office at NASA’s Ames Research Center which provides data access and interchange among a wide variety of NASA science disciplines.  It will provide direct user access to services provided by EOSDIS, as well as gateways to other networks that will be part of the EOSDIS communications interface.

A number of commercial networks are expected to provide user access to EOSDIS.  This connectivity will be via one of the government networks.  International networks also will provide connectivity to EOSDIS via a government network.  One of the major networks is the International Communications Network (ICN), which will provide connectivity between the IPs and the NASA networks.  Non-NASA government facilities are expected to access EOSDIS through NSFnet and other various Internet subnets.

4.3.4
Data Centers

In addition to the NASA data centers a number of institutional facilities will play a role in EOSDIS either by hosting SDPS elements at a DAAC or serving as an Affiliated Data Center (ADC).  ADCs will share data and results with DAACs.  The DAACs provide the facilities and the management and operations support for the production, archive and distribution of EOS standard data products.  ECS provides the DAACs the operational interfaces required for management and control of algorithm integration and test, data product production, data archive/distribution and user support services.  Other Data Centers (ODCs) will provide EOSDIS with access to existing Earth science databases and correlative data.  The primary data centers supporting EOSDIS include:

DAACs:

a.
Goddard Space Flight Center (GSFC), Greenbelt, Maryland

b.
Earth Resources Observation System (EROS) Data Center (EDC), Sioux Falls, South Dakota

c.
Jet Propulsion Laboratory (JPL), Pasadena, California**

d.
Langley Research Center (LaRC), Hampton, Virginia

e.
University of Colorado, National Snow and Ice Data Center (NSIDC), Boulder, Colorado

f.
University of Alaska, Alaska Synthetic Aperture Radar (SAR) Facility (ASF), Fairbanks, Alaska**

g.
Oak Ridge National Laboratory, Oak Ridge, Tennessee**

h.
Consortium for International Earth Science Information Network (CIESIN), New York (designated as the Socio-Economic Data and Applications Center) (SEDAC)

*These Data Centers have no ECS-provided product generation capability. 

**There is no ECS at these centers.

ADCs:

a.
National Oceanic and Atmospheric Administration (NOAA).  NOAA facilities may include one or more of the following:

•
National Climatic Data Center (NCDC)

•
Satellite Data Services Division (NCDC/SDSD)

•
National Geophysical Data Center (NGDC)

•
National Oceanographic Data Center (NODC)

•
National Environmental Satellite, Data, and Information Service (NESDIS) Satellite Processing Center (Suitland)

•
University of Wisconsin, Madison, Wisconsin 

b.
Marshall Space Flight Center (MSFC) LIS SCF

EPDSs:

Landsat 7 Processing System (LPS)

4.4
System Data Flow

This section provides an overview of the flow of data in the ECS necessary to satisfy the EOS mission objectives.  A detailed discussion of the types of data processed by ECS, both that flow to external elements and are used by the ECS elements, is presented later with each of the element level discussions.

The operations and command data flowing between the FOS and EDOS supports the operation of the EOS series of spacecraft and instruments.  The FDS exchanges orbit and attitude (O/A) information with the FOS.

The majority of the data that flows from external elements to ECS is the raw science data which comes to the SDPS from EDOS.  EDOS will process the data to Level 0 and deliver the data and ancillary data to the DAACs via EBnet.  In addition, the ECS will receive data from the Landsat Processing System (LPS) and some ADCs and ODCs.

The data products generated in the SDPS are distributed to the participating data centers, the science user community, and requesting non-EOS data centers.  Requests for data acquisitions, data processing, data products, data and product information, and analysis reports and other EOS literature are sent to the SDPS from these same users and data centers.  Algorithms and processing and calibration software are also provided to the SDPS from the participating investigator facilities.  Users will provide research results, such as new derived data sets, back to the SDPS.

The CSMS interfaces with all of the ECS segments to perform global system management, local system management, ECS Site-specific communications/network management, monitoring, and control functions.  Operations and management data related to end-to-end fault management, configuration management, performance management, and security management are shared between all segments.

4.5
Operational View

The ECS system provides the ground facilities and procedures to support and operate the EOS mission.  This includes planning and scheduling science instruments usage, generating real-time and stored command sequences to be sent to the spacecraft instruments, processing production data (Level 0) from EDOS to higher levels, and coordinating scheduling of product generation at the DAACs and data transfers between DAACs that support product generation.  Data received include scientific observations and measurements performed on board the spacecraft, instrument engineering and other ancillary data used for instrument control and monitoring, and non-EOS data required to perform scientific investigations.  Data from foreign instruments flying on U.S. spacecraft will be made available to the responsible foreign agencies.  For a more detailed discussion regarding ECS operations, refer to the ECS Operations Concept Document (DID 604/OP1).

5.  ECS System Wide Requirements

This section specifies the requirements which are allocated to the EOSDIS Core System (ECS) as an end-to-end system.  The system-wide operational, functional, and performance requirements are specified.  The requirements specification for overall system-wide security, reliability, maintainability, and availability (RMA), and ECS external interface elements are also included in this section.

5.1
Operational Requirements

This section specifies the ECS system level operational requirements which describe how the system is to work when built.

EOSD0010 
ECS shall use and support the Space Network (SN), via the EDOS/EBnet interface, to obtain the forward and return link data communications needed to achieve full end-to-end ECS functionality.

EOSD0015 
ECS shall use and support the AGS, SGS and the Wallops Orbital Tracking Station (WOTS), via the EDOS/EBnet interface, as backup of the SN, to obtain forward and return link data communications.

EOSD0020
The ECS shall use and support the EDOS/EBnet interface to obtain the data capture, data archival, and data distribution services needed to achieve full end-to-end ECS functionality.

EOSD0025
The ECS shall use EBnet for flight operations data transfers.

EOSD0030
The ECS shall, during its lifetime, ingest, archive, distribute and provide search and access for EOS, Landsat 7 (including IGS metadata and browse) and related non-EOS data and products.

5.2
Functional Requirements

ECS system level functional requirements are provided in this section.  These requirements describe functions to be provided by all ECS elements.

EOSD0630
The ECS shall be capable of simultaneously supporting the Independent Verification and Validation (IV&V) activities and ECS development activities, both before and after flight operations begin.

EOSD0740
The ECS shall provide a set of real or simulated functional capabilities for use in the following types of test:

a. 
Subsystem

b. 
ECS System (Integration of ECS subsystems)

EOSD0750
The ECS shall provide a set of real or simulated functions which interfaces with both its ECS internal and external entities for use in the following types of test:

a. 
Subsystem

b. 
EOSDIS System (Integration of EOSDIS subsystems)

EOSD0760
The ECS shall support end-to-end EOS system testing and fault isolation.

EOSD0780
The ECS shall be capable of being monitored during testing.

5.3
Performance Requirements

Performance requirements are specified in this section.  These requirements describe system capacities, capabilities, and throughput.

EOSD1000
The ECS shall contribute a loop delay of not greater than 2.5 seconds of the total system delay of five (5) seconds for emergency real-time commands, not including the time needed for command execution.  The loop delay is measured from the originator to the spacecraft/instrument and back and only applies when a Tracking and Data Relay Satellite System (TDRSS) link is available for contact to the spacecraft.

EOSD1015
Each ECS DAAC that receives instrument Level 0 data from EDOS shall provide the capability to ingest and archive the data at a rate that is equivalent to 1.2 times the DAACs average Level 0 input rate.

EOSD1030
The ECS shall have the capacity to accept a daily average of two (2) percent of the daily data throughput as expedited data for use in mission functions of calibration and anomalies.

EOSD1050
The ECS shall make available to the users ECS-generated Level 1 Standard Products within 24 hours after the availability to ECS of all necessary input data sets.

EOSD1060
The ECS shall make available to the users ECS-generated Level 2 Standard Products within 24 hours after the availability to ECS of all necessary Level 1 and other input data sets.

EOSD1070
The ECS shall make available to the users ECS-generated Level 3 Standard Products within 24 hours after the availability to ECS of all necessary Level 2 and other input data sets, except as approved by ESDIS.

EOSD1080
The ECS shall make available to the users ECS-generated Level 4 Standard Products within one week after the availability to ECS of all necessary Level 3 and other input data sets.

EOSD1082
The ECS shall make available to the users externally generated products within 24 hours after receipt of those products from the external data providers.

EOSD1085
ECS shall be capable of ingesting and archiving Landsat 7 Level 0R data produced by LPS over 12 hours, (see Appendix C) within 8 hours from the time of receipt of the data availability notice from LPS.

EOSD1140
ECS shall have the capability to allocate 10% of development resources, including processing, storage, and networks, for the IV&V activity.

5.4
External Interfaces

ECS external interfaces refer to the interfaces between the ECS elements and the various ECS external support elements, i.e., the supporting elements provided by the EOS project, NASA institutional facilities, cooperating institutions, the user community, and the International Partners.

This section specifies the major system-level external interface requirements.  ECS external interfaces are discussed in the following subsections:

a.
EOS Project – The external elements included in this category consist of the EOS spacecraft and instruments, the spacecraft simulators, and the Investigator Working Group (IWG).

b.
NASA Network and External elements – The external elements included in this category consist of the NASA networks (NSI and EBnet), NASA data systems the EDOS, the Flight Dynamics System (FDS), the TDRSS, the contingency ground station support and Earth Probe Data Systems (EPDSs).

c.
Data Centers - The DAACs provide the facilities, management and operations support for major components of ECS.  Other external interface elements are the ADCs/ODCs consisting of a number of non-NASA institutions such as NOAA.

d.
The ECS user community – Users are the ECS participants, other Government agencies, universities and other institutions, and commercial enterprises.  This interface also includes the community which produces science products external to ECS (i.e. PI mode) and provides these science products to ECS for archive and distribution.

e.
International Partners – The external elements included in this category consist of the European Space Agency (ESA), the Space Technology Agency (STA) of Japan, and the Canadian Space Agency (CSA).

5.4.1
EOS Project

Within the framework of applicable international agreements, the IWG will set overall mission priorities and the Program and Project scientists will confirm these priorities.

EOSD1480
ECS shall receive from the resident EOS Project Scientist the IWG’s Long Term Science Plan (LTSP) and updates as required.

EOSD1490 
ECS elements shall interface with the resident EOS Project Scientist for resolution of conflicts between observations of equal priority. 

EOSD1500
ECS shall interface with the EOS spacecraft and with the EOS instruments in order to perform mission operations, including planning, scheduling, commanding, and monitoring functions.

EOSD1680
ECS elements shall receive simulated spacecraft and instrument telemetry from the EOS spacecraft simulators and shall receive flight software loads from the Software Development and Validation Facility (SDVF).

EOSD1690 
ECS elements shall provide commands to the EOS spacecraft simulators.

5.4.2
Networks and NASA Elements

EOSD1502
The ECS shall use EBnet for data communications for the following types of data:

a. 
Production data sets (Level 0 data)

b. 
Expedited data sets

c. 
Real-time data (for health and safety)

d. 
Command data

e. 
Data requested from back-up archive

f. 
TDRSS schedule requests

g. 
Data exchange with the FDS

h. 
Production Data Transfers between DAACs

i. 
Management Data exchange with SMC

j. 
Data Products Exchange with Landsat, NOAA and ASTER GDS

EOSD1510
ECS elements shall provide the FDS with subsets of spacecraft housekeeping data related to the on-board attitude and orbit systems.

EOSD1520
ECS elements shall receive TDRSS schedules from the Network Control Center (NCC).  

EOSD1530 
ECS elements shall submit TDRSS schedule requests to the NCC.

EOSD1600 
The ECS shall exchange status data with EDOS.

EOSD1605
The ECS shall receive from EDOS telemetry data, including housekeeping, engineering, ancillary, and science data from EOS instruments and spacecraft.

5.4.3
Data Centers

EOSD1703
The ECS shall provide maintenance and operations interfaces to the DAACs to support the functions of:

a.
System Management

b.
Science Algorithm Integration

c.
Product Generation

d.
Data Archive/Distribution

e.
User Support Services

f.
System Maintenance

5.4.4
The ECS User Community

EOSD1750
The ECS shall receive data including the following types of supporting information from the ECS science community (TLs, TMs, PIs, and Co-Is):

a. 
Science Software

b. 
Software fixes

c. 
Instrument calibration data

d. 
Data transfer requests (inventories, directories, and browse)

e. 
Data Quality/Instrument assessment

f. 
Instrument operations information

g. Ancillary data

EOSD1760
The ECS shall send the following types of data to the ECS science community (TLs, TMs, PIs, and Co-Is):

a. 
Software Problem Reports

b. 
Metadata 

c. 
Browse data

d. 
Archived data

e. 
Accounting information (Landsat only)

5.5
Security

This section contains ECS system-level security requirements applicable to all components of ECS.  Additional element-level security requirements may be found in the Communication and System Management (CSMS) section of this specification, Section 8.
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EOSD1990
The ECS system shall employ security measures and techniques for all 


applicable security disciplines which are identified in the following 
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documents:

a. OMB Circular #A-130

b. NPD 1600.2A

c. NPG 2810.1

5.5.1
Technical Security

Technical security embodies requirements for security management, administrative controls, and access control to computer systems hardware, software, and data.

EOSD2100
The ECS technical security policy planning shall be comprehensive and shall cover the following areas:

a. 
ECS communications, network access, control, and monitoring

b. 
Data protection controls

c. 
Account/privilege management and user session tailoring

d. 
Restart/recovery

e. 
Security audit trail generation

f. 
Security analysis and reporting

g. Risk analysis

5.5.2
Security Requirements

This section specifies the overall ECS security requirements applicable to all ECS elements.  The SMC will have primary responsibility for ECS security management services.  In the following requirements, security controlled data are those that have limited access and security protection constraints based on the user authorization level.

EOSD2400
The ECS shall provide data protection based on ‘Information 
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Categories’ defined in NPG 2810.1.

EOSD2430
ECS data base access and manipulation shall accommodate control of user access and update of security controlled data.

EOSD2440
ECS data base integrity including prevention of data loss and corruption shall be maintained.

EOSD2480
ECS elements shall require unique sessions when security controlled data are being manipulated.

EOSD2510
ECS shall maintain an audit trail of:

a. 
All accesses to security controlled data

b. 
Users/processes requesting access to security controlled data

c.
Data access/manipulation operations performed on security controlled data

d. 
Date and time of access to security controlled data

e.
Unsuccessful access attempt to security controlled data by unauthorized users/processes

EOSD2550
The ECS shall limit use of master passwords or use of a single password for large organizations requiring access to a mix of security controlled and non-sensitive data.

EOSD2555
The ECS shall maintain confidentiality of user product request and accounts.

EOSD2620
ECS shall disconnect an operator after a predetermined number of unsuccessful attempts to access data.

EOSD2650
The ECS shall report detected security violations to the SMC.

EOSD2660
The ECS shall at all time maintain and comply with the security directives issued by the SMC.

EOSD2710
ECS shall report all detected computer viruses and actions taken to the SMC.

5.5.3
Contingency Requirements

EOSD2990
The ECS shall support the recovery from a system failure due to a loss in the integrity of the ECS data or a catastrophic violation of the security system.

EOSD3000
The ECS shall provide for security safeguards to cover unscheduled system shutdown (aborts) and subsequent restarts, as well as for scheduled system shutdown and operational startup.

EOSD3200
A minimum of one backup which is maintained in a separate physical location (i.e., different building) shall be maintained for ECS software and key data items (including security audit trails and logs).

EOSD3220
All media shall be handled and stored in protected areas with environmental and accounting procedures applied.

5.6
Reliability, Maintainability, Availability

This section specifies the system-level reliability, maintainability, and availability (RMA) requirements for the ECS.  The specific RMA requirements stated here are in addition to the overall RMA and other performance assurance requirements of GSFC 420-05-03.

5.6.1
Reliability

EOSD3492
The ECS RMA data shall be maintained in a repository accessible for logistics analysis and other purposes.

Mean Time Between Preventive Maintenance (MTBPM) and Mean Time Between Corrective Maintenance (MTBCM) each contribute to the calculation of MTBM.

Failures are defined as those hardware and software malfunctions which result in interruptions in service.  Interruptions in service resulting from external factors beyond the control of ECS, such as EBnet circuit failures, shall not be considered failures unless ECS equipment or software contributes to the interruption.

5.6.2
Maintainability

Mean Time To Repair (MTTR) includes corrective maintenance time but not logistics and administrative delays inherent in the ECS maintenance process.  Logistics delays include the time required to provide replacement units at the failure location (replacement units shall be presumed to be available on-site).  Administrative delays shall include the time required for maintenance personnel and test equipment to arrive at the failure location.  Corrective maintenance includes the time required for troubleshooting, fault localization, removal and replacement of failed line replaceable units (LRU), adjustment/recalibration of repaired equipment, and verification that the specified performance requirements are met.

Mean Down Time (MDT) includes Preventive Maintenance (PM) down time and MTTR plus all delays which prevent the system from returning to an available state, including active repair time, administrative delays, and logistics delays.  MDT for ECS components may actually be switchover time to a backup component rather than the time to get the downed component running again.  If the MDT for an ECS component is sufficiently small, then a backup capability is required to satisfy the MDT requirement.  In such cases the actual down time of a component is of secondary importance when compared to providing a backup capability that can take over for the downed component in the MDT timeframe.  In such cases the measured down time of the downed component is the actual switchover time.  Of course the downed component must be made available again in a timely fashion to guard against a second failure, in order to satisfy the availability requirement for the component.

EOSD3630
The ECS maximum down time shall not exceed twice the required MDT in 99 percent of failure occurrences.

5.6.3
Operational Availability

Operational availability is defined as the fraction of time an operational capability is ready for use when needed, over the entire life cycle of the equipment.  Operational availability for ECS, Ao, is defined as follows:

	Ao
=
	MTBM

	
	MTBM + MDT


5.6.4
ECS System-level RMA

EOSD3700
The ECS functions shall have an operational availability of 0.96 at a minimum (.998 design goal) and a MDT of four (4) hours or less (1.5 hour design goal), unless otherwise specified.

The above requirement covers equipment including:

a.
“Non-critical” equipment configured with the critical equipment supporting the functional capabilities in the requirements

b.
Equipment providing other functionality not explicitly stated in the RMA requirements that follow

The RMA requirements in the remainder of this section pertain to equipment required to support the functional capabilities stated in the requirements.

5.6.4.1
Flight Operations Segment (FOS) RMA

EOSD3800
The FOS shall have an operational availability of 0.9998 at a minimum (.99997 design goal) and an MDT of one (1) minute or less (0.5 minute design goal) for critical real-time functions that support:

a.
Launch

b.
Early orbit checkout

c.
Disposal

d.
Orbit adjustment

e.
Anomaly investigation

f.
Recovery from safe mode

g.
Routine real-time commanding and associated monitoring for spacecraft and instrument health and safety

EOSD3710
The ECS shall have no single point of failure for functions associated with real-time operations of the spacecraft and instruments.

EOSD3810
The FOS shall have an operational availability of 0.99925 at a minimum (.99997 design goal) and a MDT of five (5) minutes or less (0.5 minute design goal) for non-critical real-time functions.  

EOSD3820
The FOS shall have an operational availability of 0.992 at a minimum (.99997 design goal) and a MDT of one (1) hour or less (0.5 minute design goal) for functions associated with Targets Of Opportunity (TOOs).  

5.6.4.2
Science Data Processing Segment (SDPS) RMA

The RMA requirements for the product generation function refer to a failsoft environment.  In a failsoft environment the product generation function continues in degraded mode when a product generation computer fails since the remaining computers continue to produce products.

EOSD3750
The ECS shall be able to recover from 95% of system failures without losing queued requests.

EOSD4010 
Each ECS computer providing product generation shall have an operational availability of 0.95 at a minimum (.9995 design goal).

EOSD4020
At each ECS DAAC site, the product generation functional capabilities shall be spread across multiple product generation computers thereby providing a "failsoft” environment.

5.6.4.3 
Communications and System Management Segment (CSMS) RMA

The SMC RMA requirements have been divided into two categories, critical and non-critical.  Critical services are those necessary to ensure the SMC can operate on a 24 hour per day basis and those necessary for interactions with the ECS elements to maintain the ECS mission.  These critical services include the resource management of the configuration management service, the performance management service, the fault management service, the security management service, and directory services.  Non-critical services include the scheduling service and all functions of configuration management except the resource management service, accounting/accountability service, and report generation service.

EOSD4035
The ECS network shall have no single point of failure for functions associated with site-specific network databases and configuration data.

EOSD4036
The ECS operational availability of individual network segments shall be consistent with the specified operational availability of the supported ECS functions.

5.6.5
Fault Detection and Isolation Requirements

EOSD4100
The ECS network segments and components shall include the on-line (operational mode) and off-line (test mode) fault detection and isolation capabilities required to achieve the specified operational availability requirements.

5.7
Evolvability Requirements

The requirements of this section are termed “Evolvability Requirements”.  Typically these requirements are changes which ECS “shall enable.” “Shall enable a change," means ECS shall be packaged and documented to allow the change by others, perhaps at a later time, without redesign of the ECS.  These requirements will be validated by analysis presented at reviews.

5.7.1  Interoperability Infrastructure

EOSD5010
The ECS shall provide a machine-to-machine gateway for data retrieval by external sources at rates as specified in the SIPS ICD.

EOSD5030
The ECS shall enable the addition of information search and retrieval services, e.g. WAIS, WWW.

5.7.2
Evolution of DAACs

EOSD5200
The ECS shall enable the addition of the following as required for discipline specific user support: unique fields to metadata and products for browse.  These activities shall not require software change to ECS.

EOSD5230
The ECS shall enable the addition of new data types similar to previous types with minimal changes to the software of the core system.

EOSD5240
The ECS shall enable addition of new data types significantly different from previous types with minimal changes to the core architecture.

EOSD5250
The ECS shall enable access to configuration controlled applications programming interfaces (APIs) that permit development of DAAC-unique value added services and products.  The interfaces include:

a. V0-ECS Gateway

b. SIPS Gateway

c. Search and Order Gateway

5.7.3
Evolution of Flight Operations

EOSD5410 
ECS shall enable the existence of additional ISTs if desired by the PI/TL to accommodate Co-Investigators and Team Members, who may be at geographically separate locations.

6.  Flight Operations Segment (FOS)

6.1
Overview

The Flight Operations Segment (FOS) is responsible for EOS mission operations, including the planning, scheduling, commanding, and monitoring of U.S. spacecraft and U.S. EOS instruments onboard the U.S. and International Partner (IP) series of spacecraft.  The portion of the FOS that is implemented by the ECS contract is limited to the operation of the EOS spacecraft and instruments that are controlled from GSFC as listed in Table D-1.  The remainder of this section addresses only the ECS subset of the FOS.  The design of the FOS should not preclude the FOS architecture from being expanded to accommodate future EOS spacecraft and instruments; it should have the hooks to anticipate future mission support.

The FOS is composed of the EOS Operations Center (EOC), Instrument Control Centers (ICCs) located at GSFC, and Instrument Support Terminals (ISTs) associated with the GSFC ICCs.

The EOC is the EOS mission control center, and as such, it is responsible for the high-level monitoring and control of EOS mission operations.  The EOC will coordinate the operation of all instruments onboard the EOS U.S. spacecraft.  The EOC is responsible for coordinating multi-instrument, multi-organization observations, and will resolve any scheduling conflicts that exist between the instruments/organizations.  When necessary, the Project Scientist or his designee, who is resident at the EOC, will provide the final science conflict resolution.  However, the EOC Operations Manager will have ultimate authority in decisions regarding spacecraft and instrument health and safety.  The EOC will generate a detailed activity schedule for the spacecraft, based on observation requests received from each of the ICCs and information received from the Network Control Center (NCC) and the Flight Dynamics System (FDS).  It will merge instrument command data received from each of the ICCs, and perform high-level validation to ensure that no resources or other constraints have been exceeded.  The EOC will then forward the instrument command data together with the spacecraft command data to the Earth Observing System (EOS) Data Operations System (EDOS) for actual uplink to the spacecraft.  It will maintain spacecraft and instrument health and safety, monitor spacecraft performance, perform spacecraft sustaining engineering analysis, perform high-level monitoring of the mission performance of the instruments, and provide periodic reports to document the operations of the spacecraft/instruments.

ICCs are responsible for planning, scheduling, commanding, and monitoring the operations of instruments.  Each will work with the EOC in planning and scheduling the use of spacecraft resources to support the desired operation of its instrument based on internal observation requests and those received from the general science community.  ICCs will generate the instrument command data necessary to implement the desired schedule.  They will also perform around-the-clock health and safety monitoring for their instrument.

ISTs provide interfaces between the Principal Investigators (PIs)/Team Leaders (TLs) and the ICCs.  An IST provides access to the ICC functions for those individuals who are not physically located at the ICC.  It enables PIs and TLs to participate in the planning, scheduling, commanding, and monitoring of their instruments.  The IST is capable of performing a subset of the functions available at the ICC.  These functions are available through a terminal or workstation at the PI/TL and/or other designated sites.

The following assumptions are made regarding the functionality required of the FOS elements:

The interface between the FOS and IPs shall be defined in a Memorandum of Agreement.  For the purpose of this document, the following specific assumption is made:

d. For IP instruments on the U.S. spacecraft, the IPs will have an element (IP ICC) that is functionally equivalent to the ICCs for U.S. instruments on the U.S. spacecraft.  The U.S. EOC can expect to interface with the IP ICCs in a manner that is similar to the interface between the U.S. EOC and U.S. ICCs.

6.2
FOS Architecture

The FOS is composed of two elements, the EOC and the ICCs.  These elements, together with the ISTs, which are subelements of the ICC elements, interact functionally to plan, schedule, command, and monitor the operation of the EOS instruments and the spacecraft.

The FOS interfaces with EDOS.  EDOS is a capability being developed by the EOS Program to provide a set of functions for data handling, data processing, and data distribution services.  The FOS will forward all spacecraft and instrument command data to EDOS for uplink.  EDOS will provide spacecraft housekeeping data and instrument engineering data, in CCSDS packets to the FOS for use in spacecraft and instrument health and safety monitoring.

The FOS interfaces with the SDVF to accept spacecraft software memory loads and with the spacecraft simulators to support simulated spacecraft operations.

The FOS interfaces with the IPs, who are also participants in the EOS program.  The FOS will support the operation of IP instruments flying on the spacecraft.  Memoranda of Agreement exist that detail each agency’s participation in these activities.  For the purpose of this document, it is assumed that the IPs will have elements that are functionally equivalent to the ICC.

The FOS interfaces with several ECS elements.  The interface with the Systems Management Center (SMC) provides system status information used by the SMC in maintaining overall status of the ECS, and provides selected input to the reports prepared by the SMC.  The SMC also provides IWG plans and guidelines to the FOS elements through this interface.  The FOS provides spacecraft information to the SDPS for use in DAR generation.  The FOS provides plans and schedules to the SDPS for planning purposes and provides historical data to the SDPS for archiving.

The FOS uses EBnet and ESN to communicate with non-ECS elements (e.g., EDOS) and other ECS elements.  Internal to the FOS, the EOC and the ICC interface to each other using EBnet and the ISTs are connected to the ICC via the NSI, or EBnet.

The FOS uses the FDS to receive orbits, attitude, and navigation computational services in support of controlling the spacecraft and instruments.

The FOS interfaces with the Network Control Center (NCC) to request TDRSS services and to obtain the actual TDRSS schedules in return.

The following sections describe the FOS architecture in more detail.

6.2.1
Context View

The interfaces between the FOS and the major systems and elements external to it are reflected in the Conceptual FOS Context Diagram in Figure 6-1.  These interfaces, and the data being exchanged between them, are explained briefly in the following paragraphs.

The FOS coordinates the planning and scheduling of spacecraft system operations and EOS instrument operations within the resource constraints of the spacecraft.  Once a detailed activity schedule has been generated, the FOS provides validated spacecraft and instrument command data in CCSDS transfer frames to EDOS for uplink to the spacecraft.

The FOS interfaces with EDOS to receive CCSDS packets containing spacecraft housekeeping and instrument engineering data.  The data received from EDOS arrives in a real-time or expedited manner with minimum processing occurring on the data before its receipt by the FOS.

The FOS interfaces with IP ICCs to coordinate the operation of IP instruments on the U.S. spacecraft.  The FOS provides resource constraints to the IP ICCs and coordinates the planning and scheduling of IP instruments.  Once the FOS has generated a detailed activity schedule for the U.S. spacecraft, it will receive validated instrument command data from the IP ICCs.  The FOS will provide general spacecraft status information to the IP ICCs, and the IP ICCs will provide general instrument status information to the FOS.

The FOS interfaces with the SDVF to accept spacecraft software memory loads and with the spacecraft simulators to conduct simulated operations.
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Figure 6-1.  Conceptual FOS Context Diagram

The FOS interfaces with the IMS to provide spacecraft information that is needed for DAR generation by science users.  The FOS provides planning and scheduling information to the IMS for use with data processing elements.  The FOS also provides historical information, reports, and status information to the DADS for archiving.

The FOS interfaces with the FDS to exchange orbit and attitude information for controlling the spacecraft and instruments.  In addition, the FOS receives information from the FDS needed for scheduling.

The FOS interfaces with the Network Control Center (NCC) to request Tracking and Data Relay Satellite System (TDRSS) services and to obtain the actual TDRSS schedules in return.

Finally, the FOS interfaces with the SMC to exchange information used by the SMC in maintaining and reporting on the current status of the ECS ground system.  The SMC also provides IWG information to the FOS, including science policy, guidelines, and priorities for use by the FOS in planning and scheduling instrument observations.

6.2.2
Physical View

The physical architecture of the FOS segment is as follows:

The FOS will be located at Goddard Space Flight Center (GSFC) in Greenbelt, Maryland.

The design of the FOS shall not preclude the existence of additional ICCs.

It is planned that there will be one IST per instrument, with the locations of each IST at the PI/TL site.  However, the design of the FOS shall not preclude the provision of additional ISTs if desired by a PI/TL to accommodate Co‑Investigators and Team Members, who may be at geographically separate locations, but are required to support the operations of the instrument.  The capabilities available at the IST will be provided as a software toolkit that can run at a user-provided terminal or workstation.

6.3
Operational View

The following paragraphs briefly describe the operations of the FOS and the interoperability between the FOS elements.

The FOS is responsible for operating the U.S. spacecraft and U.S. EOS instruments, including planning, scheduling, commanding, and monitoring of the spacecraft and the U.S. instruments and coordination of all instrument operations onboard the U.S. spacecraft.  These functions occur simultaneously at any given time.  For example, today, a plan may be generated for next month while a schedule is generated for this week and commands are generated for tomorrow and monitoring is performed for operations occurring today.

The planning function requires input from various external sources and results in specific actions by the FOS elements.  The IWG meets periodically and provides policy, guidelines, and priorities to be used by EOSDIS in operating EOS instruments and processing acquired data.  This information is made available by the SMC to the EOC and ICCs.  This information is used by the EOC and ICCs in formulating future plans.  The plans and schedules contain instrument collection requirements, instrument support activities and spacecraft subsystem operations.
Every week, the ICC will generate an instrument resource profile or an instrument resource deviation list covering the operation of its instrument for a target week.  The ICC will generate the resource requests based on IWG guidelines, collection requests, and instrument support activities identified by the instrument operations team and other planning information that may be available from the EOC.  It will forward the instrument resource profile or instrument resource deviation list to the EOC, which incorporates it into the preliminary resource schedule for the overall spacecraft and instruments.  The EOC will iterate with the ICCs as necessary to resolve any conflicts.

Every day, the FOS will generate a detailed activity schedule that covers the next several operational days.  The ICCs will generate instrument activity lists or instrument activity deviation lists based on the preliminary resource schedule.  The EOC will integrate the instrument activity lists or instrument activity deviation lists from each of the ICCs into a detailed activity schedule, incorporating the spacecraft subsystem activities and resolving any conflicts that exist between the planned instrument operations.  The Project Scientist or designee, who is resident at the EOC, will be the final authority for resolving all science conflicts.  The EOC provides the detailed activity schedule to the ICC, SMC, and IMS.

Upon receipt of a detailed activity schedule from the EOC, the ICCs will generate and validate the instrument commands necessary to support the schedule.  The ICCs will forward the commands to the EOC, where they will be integrated with the commands for the other instruments and for the spacecraft.  The EOC will generate the commands for the spacecraft subsystems.  The EOC will perform high-level validation to ensure that no resources or other constraints have been exceeded, and will forward the commands to EDOS for uplink.

The EOC will receive communication status from EDOS, which it will forward to the ICCs to support instrument operations.  The EOC will also generate general spacecraft status information for high-level monitoring of spacecraft.  The ICCs will receive spacecraft housekeeping and instrument engineering data from EDOS.

The ICCs are responsible for the health and safety monitoring of their instruments.  An ICC is capable of “safing” its instrument after identifying an emergency condition.  An ICC, supported by the PIs/TLs at the IST, will also perform anomaly investigations and trend analyses to determine the performance of its instrument.  The ICC will provide general instrument status information to the EOC.

The EOC is responsible for the monitoring of the spacecraft status and for the high-level monitoring of instrument operations on a spacecraft level.  It will use the status information that it receives from the ICCs and EDOS to accomplish this function.  The EOC will be capable of safing spacecraft subsystems and also an instrument in the event that an ICC is incapable of doing so.

The EOC will periodically generate reports, including operational histories and other general status reports.  Additionally, the EOC will provide requested inputs to the SMC for inclusion in the status reports generated by the SMC.  These reports, along with spacecraft status information, will be sent by the EOC to the DADS for archiving.  The ICCs will also send instrument status information to the DADS for archiving.

The EOC shall operate 24 hours a day, with some functions, such as planning, not supported by all shifts.  The ICCs are also expected to operate 24 hours a day, with similar reductions in support during non-normal hours.  ISTs will operate as desired by the appropriate PI/TL, and therefore may not support around the clock operations.

For the purpose of this document, a TOO is an event or phenomenon that cannot be fully predicted in advance, thus requiring timely system response or high-priority processing.  This definition is the traditional control center view of TOOs and is reflected throughout this document.  An event that requires a change only to a long-term plan is not considered to be a TOO because it can be handled without perturbing the scheduling system.

Late changes to scheduled activities will be evaluated on a case by case basis.  An attempt will be made to accommodate them based on their priority, available resources, and impact to other scheduled activities.  

6.4
FOS Requirements

The following requirements apply to all FOS elements.
FOS-0020
The FOS shall provide a training mode of operation for use during operator training and/or user training that does not interfere with ongoing operations.  

FOS-0025
The FOS shall provide a test mode of operation that does not interfere with ongoing operations, and which supports independent element and subsystem tests, end-to-end tests, and integration and verification activities occurring during at a minimum:

a.
Spacecraft and instrument integration and test

b.
Pre-launch

c.
Upgrades and enhancements 

FOS-0030
The FOS shall adopt an extensible general-purpose scheduling interface for communicating planning and scheduling information between FOS elements.

FOS-0040
The FOS shall be capable of supporting flight operations of the EOS spacecraft and instruments as listed in Table D-1 that are controlled from GSFC.  

FOS-0045
The FOS shall be capable of being expanded to support the simultaneous flight operations of an EOS spacecraft and its replacement with no impact to the design.

FOS-0050
The FOS design shall include hooks to allow the FOS to support additional EOS spacecraft and U.S. instruments without major redesign.  

6.5
FOS Elements

The FOS consists of two elements and one subelement.  The two elements, the EOS Operations Center (EOC) and the Instrument Control Center (ICC), are described in detail in Sections 6.5.1 and 6.5.2, respectively.  The subelement, the IST, is described in Sections 6.5.2.1.10 and 6.5.2.3.10.  Note that the term “resource” is used throughout this section.  It includes environmental rights and privileges (i.e., the environmental effects of spacecraft or instrument activities such as the right to produce or the privilege of being free of magnetic interference) as well as resources in the more conventional sense (such as power or data bandwidth).

6.5.1
EOS Operations Center (EOC)

6.5.1.1
Overview

The EOC serves as the control center for the U.S. EOS spacecraft and coordinates mission operations for EOS instruments onboard the U.S. spacecraft.  The EOC will support the EOS mission life cycle, including prelaunch tests, launch, on-orbit operations, training, and tests (interface, system, and end-to-end).  The EOC will be capable of supporting operations in parallel with tests, simulations, upgrades, training, maintenance, and sustaining engineering activities.  The EOC will be capable of evolving over the lifetime of the EOS mission to accommodate changes in the mission and changes in control center technology.  The EOC will be modular, use communications standards, and use maintainable and transportable software.  The EOC will use automation where it increases productivity, reduces operations risk, or reduces costs.  The initial design shall have growth paths where automation can be easily introduced later in the mission lifetime.

There is one EOC located at GSFC that is responsible for coordinating the operations of all EOS instruments, U.S. or IP, for the U.S. spacecraft in addition to the operations of the U.S. spacecraft.  It is assumed that for an IP instrument on a U.S. spacecraft, the IP provides an ICC with the EOC interface similar to the interface between the EOC and U.S. ICCs.  (See assumption in Section 6.1.)

The EOC provides eight services: planning and scheduling, command management, commanding, telemetry processing (which includes mission monitoring), spacecraft and instrument analysis and management, data management, element management, and user interface.  The combination of all eight services provides for EOC normal operations as well as accommodating late changes for emergencies and contingencies, including TOOs.  TOOs are defined from a control center point of view as late changes to schedules to accommodate science requests.  Each of these services is described briefly below.  More detailed requirements for these services are presented in Section 6.5.1.3.

6.5.1.1.1
Planning and Scheduling Service

The Planning and Scheduling Service generates the integrated plans and schedules for spacecraft and instrument operations.  The instrument plans and guidelines are based on the Investigator Working Group (IWG) Long-Term Science Plan (LTSP) and Long-Term Instrument Plan (LTIP), obtained via the SMC, while spacecraft plans and guidelines are based on the long-term spacecraft operations plan.  In addition, the plans and schedules are dependent upon instrument science activities, instrument support activities, and Spacecraft subsystem activities.  The Planning and Scheduling Service coordinates multi-instrument observations and exchanges information with the ICCs for instrument operations.  There will be an integrated scheduler at the EOC for instrument and spacecraft operations, which may be augmented by instrument-specific scheduling tools.  The EOC scheduler will be available to the ICCs for use in their own detailed scheduling and for performing “what if” analysis.  The EOC scheduler will have two modes, batch and incremental interactive-user scheduling.  An extensible general purpose scheduling interface for communicating planning and scheduling information between FOS elements will be used to minimize the number of iterations.  Authorized users will have access to view all planning and scheduling information, available across EOC and ICCs boundaries.  A common set of capabilities for formulating requests and visualizing plans and schedules for use at the EOC and ICCs will be provided.  As a part of the Planning and Scheduling Service, the Project Scientist or designee at the EOC may be requested to resolve instrument scheduling conflicts while ensuring that EOS mission science objectives are met.  The EOC reintroduces applicable requested activities into its planning and scheduling function when the activity did not occur due to a deviation from the schedule.  Plans and schedules are provided to the IMS as user information.

The EOC receives from the FDS predicted orbit data, including predicted ground track information for scheduling.  In addition, the FDS supplies User Antenna View (UAV) data and Predicted Site Acquisition Tables (PSATs) for contact scheduling.  The EOC assists the FDS in developing plans for corrective firings for spacecraft maneuvers that the EOC then schedules and implements.  The EOC transmits schedule requests to the Network Control Center (NCC), receives TDRSS active schedules from the NCC, and exchanges planning and scheduling messages with the NCC.  The EOC manages spacecraft resources that are not managed onboard, including the scheduling of the spacecraft recorders and communication subsystems.

The EOC performs planning for spacecraft operations and integrates all of the spacecraft and instrument plans and schedules.  The planning and scheduling process is one of refinement and specification of more detail to earlier versions of plans and schedules.  The following is a brief summary of the terminology used in planning and scheduling for this document.

The LTSP is generated by the IWG and contains guidelines, policy, and priorities.  It is generated/updated approximately every 6 months and covers a period of up to approximately 5 years.  The LTIP is also generated/updated by the IWG, although more likely by the instrument’s representative on the IWG, and provides instrument-specific information.  Its time characteristics are the same as those of the LTSP.  The SMC will notify the EOC or other ECS elements when new LTSPs and LTIPs are received.  The instrument resource profile is generated/updated weekly by the ICCs, covering a target week, and produced several weeks in advance of the target week.  It is based on instrument science activities, instrument support activities, the previous instrument resource profile, the LTSP, the LTIP, and resource availability and guidelines from the EOC.  The EOC integrates the instrument resource profiles with its spacecraft subsystem resource profile, producing the preliminary resource schedule, and/or instrument resource deviation lists, also generated weekly, covering the following target week.  The ICCs respond by generating an instrument activity list based on the preliminary resource schedule.  The instrument activity list is generated daily, covering the next several days.  The EOC generates activity specifications based on the preliminary resource schedule and late arriving spacecraft subsystem activities.  The EOC integrates the instrument activity lists, and/or instrument activity deviation lists, and activity specifications to form the detailed activity schedule, generated daily, covering the next several days.  The detailed activity schedule can be modified for a TOO up to 24 hours before an observation.  A TOO requiring no schedule changes can be accepted up to 6 hours before the observation; a TOO that requires only real-time commands can be accepted 1 hour before the next TDRSS contact.  TOOs or other late changes of sufficiently high priority and/or low impact could be accommodated in a shorter time interval, when possible.

6.5.1.1.2
Command Management Service

The Command Management Service provides management of preplanned uplink data for the EOS spacecraft and EOS instruments based primarily on the detailed activity schedule.  The preplanned uplink data include instrument data received from an ICC and spacecraft data generated by the Command Management Service.  It performs high-level validation on and transforms Spacecraft Control Computer (SCC) stored commands, spacecraft software memory loads, SCC-stored table loads, and instrument microprocessor memory loads into a form ready for use on the spacecraft and instruments.  SCC-stored commands are either spacecraft or instrument commands stored on the spacecraft to be executed as directed by the SCC.  A spacecraft software memory load is an update to the spacecraft software provided by the SDVF.  A table is a predefined set of contiguous data that is routinely updated.  A SCC-stored table load may be associated with the spacecraft or an instrument.  The service also provides high-level validation for preplanned command groups, which are stored on the ground in preparation for real-time execution.

The Command Management Service accepts SCC-stored instrument commands, SCC-stored instrument tables, and instrument microprocessor memory loads from the ICCs and validates them at a high level for appropriateness, checking for authorized sources, and checking for violation of selected constraints.  It uses project-supplied information regarding command definition and validation.  The contents of the instrument microprocessor memory loads, which could include microprocessor-stored tables or microprocessor-stored commands, are managed by the respective ICCs.

The Command Management Service generates and validates SCC-stored spacecraft commands and SCC-stored spacecraft tables based on the schedule.  The SCC-stored command validation ensuring that the spacecraft's limit on the number of commands to be issued at the same absolute time has not been exceeded.  It integrates the SCC-stored spacecraft and instrument commands in preparation for uplink, managing spacecraft computer stored command memory, packaging commands for onboard storage, and producing a memory map for the spacecraft stored command processor.  It receives and validates spacecraft software memory loads.  It ensures that the uplinks are planned so that the onboard system can fulfill the activities specified in the detailed activity schedule.  It packages the SCC-stored command loads, spacecraft software memory loads, SCC-stored spacecraft table loads, and instrument microprocessor memory loads into spacecraft and instrument memory loads, a form ready to be received onboard.  It must be capable of accommodating late changes or TOOs that impact previously generated loads.  It makes available to the ICCs instrument command status and generates command load reports.

6.5.1.1.3
Commanding Service

The Commanding Service in the EOC will provide the capability to transmit uplink data (i.e., spacecraft and instrument integrated memory loads, spacecraft and instrument command groups, and real-time spacecraft and instrument commands) to the EOS spacecraft and instruments via EDOS.  Delivery of the uplink data for the EOS spacecraft and instruments will be in accordance with the Consultative Committee for Space Data Systems (CCSDS) Telecommand standards.  Uplink data is made available to the EOC Commanding Service by the EOC operators, the EOC Command Management Service, or the ICCs.  Each of these interfaces is discussed below.

The EOC operators will require that real-time spacecraft and instrument commands be constructed and uplinked in real time during contacts with the spacecraft.  The EOC Commanding Service performs the processing necessary for this function.  In this category, commands are either entered directly by the operator or generated from either a real-time or preplanned command group.  (A command group is a logical set of commands.  A preplanned command group is one that has been preprocessed by the Command Management Service, and stored on the ground for later uplink, where a real-time command group has not undergone any preprocessing.)

The EOC Command Management Service prepares spacecraft and instrument integrated memory loads for uplink by the Commanding Service.  The EOC Commanding Service performs the processing necessary to successfully uplink the loads to the spacecraft during the appropriate contact.

The ICCs can have instrument commands uplinked to the instruments in real time during contacts with the spacecraft.  The ICC operators will request commanding capability from the EOC operators.  Contingent on approval of this request, the ICC can send commands to the EOC Commanding service for processing and uplink.  The EOC Commanding service will relay relevant command uplink status information back to the ICC.  

The EOC Commanding Service also provides the capability to transmit messages to the NCC and EDOS.

6.5.1.1.4
Telemetry Processing Service

The Telemetry Processing Service will provide the capability to receive and process both real-time and spacecraft recorder housekeeping data from the EOS spacecraft and instruments.  This housekeeping data will be downlinked from the spacecraft and instruments in Consultative Committee for Space Data Systems (CCSDS) packets.  EDOS will transfer the packets to the EOC.  For any spacecraft recorder housekeeping data that are downlinked in reverse order, EDOS will provide the appropriate data reversal before transfer to the EOC.  EOS telemetry data will thus arrive at the EOC in forward order.

When receiving real-time housekeeping telemetry, the Telemetry Processing Service will decommutate the contents of the packets, performing the necessary conversions and calibrations and determining values for other derived parameters.  Various forms of limit checking will be performed on the housekeeping parameters, including boundary limit checking on non-discrete parameters, delta limit checking (examining the difference between successive parameter samples), and rail limit checking (checking for saturated, i.e., all one’s, parameter values).  For each parameter being checked for boundary limits, the Telemetry Processing Service will use one of several limit sets, in which each limit set consists of definitions for one or more upper and lower boundaries for the parameter.  (These are commonly referred to as red/yellow, high/low limit sets.) All parameters, along with associated limits, quality, and event information will be made available to the operator through the User Interface Service.  The Telemetry Processing Service will also extract a subset of the real-time telemetry stream for transfer to the FDS.

The Telemetry Processing Service will also receive and process housekeeping data from the spacecraft recorder as needed.  This process will primarily provide support for the in-depth analysis of the spacecraft subsystems.

6.5.1.1.5
Spacecraft Analysis Service

The spacecraft analysis functions provide the EOC operators with the capabilities needed to perform spacecraft systems management, performance analysis, trend analysis, configuration management, and resource management.  These functions will be provided on a noninterference basis with real-time telemetry processing functions.  A subset of these functions will be provided in real time.  The spacecraft analysis service will also support fault detection and isolation.

The EOC shall evaluate the performance of the spacecraft core systems and the status of instruments.  Instrument status will be provided by ICCs.  Performance data will be processed from spacecraft recorder housekeeping data, history files, and real-time housekeeping data.  The EOC will report on the quality of the data used for the analysis, report failures detected, and identify marginal system operation.  Performance can be evaluated for a specified time interval and data can be evaluated for individual spacecraft subsystems.  The EOC will enable operators to analyze the performance of the power, command and data handling, thermal, communications, and guidance navigation and control subsystems.

The EOC shall perform both short term (7 day) trend analysis in support of operations and longer term sustaining engineering evaluation of the spacecraft, enabling the operators to evaluate specific parameters over time to determine performance of the spacecraft systems.

The EOC shall perform configuration management, enabling operators to determine and control the state of all spacecraft core systems and also to change the spacecraft configurations to correct for component failures, anomalies, or to satisfy operational requirements.

The EOC shall manage spacecraft resources, enabling operators to monitor propellant, energy balance, power levels, battery temperature, state of battery charge, and thermal load balance.  The EOC shall be able to maintain a master ground image and compare it to the SCC spacecraft memory.  A SCC ground reference image is a current image of the contents of the SCC memory based on ground commands that have modified its code or data.

6.5.1.1.6
Data Management Service

The EOC Data Management Service generates and maintains a Project Data Base (PDB) and a history log.  The PDB contains descriptions of all spacecraft housekeeping data formats, housekeeping parameter descriptions, command formats, display formats, and operator directives needed to evaluate the health and safety of the spacecraft and instruments.  The history log is used for maintaining the records of all spacecraft and instrument operations activities.  It includes commands sent to the spacecraft and instruments, telemetry data received, NCC messages sent and received, operator directives, element manager directives, a SCC ground reference image, and event and alarm messages.

6.5.1.1.7
Element Management Service

The EOC Element Management Service will have capabilities to schedule EOC activities, manage the configuration of the EOC hardware and software, control and monitor the configuration of its components, monitor performance, manage operator and remote system access information, generate reports, and provide operations testing.  It will coordinate operations with EDOS and the SMC.

The Local System Management tools will be used to provide appropriate EOC element management functions except where there are overriding operational considerations.  Reference Section 8.2.1.3.9 of this document for the requirements associated with the Local System Management Service.

6.5.1.1.8
User Interface Service

The User Interface Service in the EOC will provide authorized EOC personnel with access to every function, including planning and scheduling, control and monitoring, and analysis and management of the spacecraft, instruments, and the EOC itself.  This User Interface Service will consist of two main capabilities: a set of mechanisms through which the operator can specify actions to be taken by the system and provide responses and input, and a display function through which the user can monitor the spacecraft, instruments, the EOC components, and the results of user requests.  The user interface will include a high-level interactive control language.  The control language will provide the operator with the ability to input requests in a variety of forms (e.g., directives, procedures, and pointing devices).  As a collection of related directives, user interface language procedures allow the user to automate the execution of functions that require multiple directives.  Within the user interface language procedures, the language also provides other features such as nesting, conditional constructs, and timed execution.

The display portion of the User Interface Service primarily involves the display of information to the user in the form of text and graphical displays.

6.5.1.2
Conceptual EOC Architecture

The EOC is the element of the FOS, which is the control center for the EOS spacecraft and coordinates EOS mission operations.  It exchanges planning and scheduling information with the ICCs, NCC, and FDS.  Its final schedules are free from resource contention.  It prepares real-time and stored commands for uplink via EDOS.  It receives and processes spacecraft and instrument housekeeping telemetry packets from EDOS and high-level status information from the ICCs.

The following sections describe the EOC’s interfaces and data flows.

6.5.1.2.1
EOC Interfaces

The Conceptual EOC Context Diagram is shown in Figure 6-2.  The EOC’s interfaces with other EOSDIS elements and external entities are described below.
6.5.1.2.1.1
EOC/ICC Interfaces

In its role as mission coordinator, the EOC exchanges instrument planning and scheduling information with the ICCs, complying with the global access to planning and scheduling information concept.  Some of this information will reflect late changes for faults and TOOs.
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Figure 6-2.  Conceptual EOC Context Diagram

In response to the scheduling process, the ICCs generate instrument uplink data consisting of SCC-stored commands, SCC-stored tables, and instrument microprocessor loads, if applicable, which implement the scheduled observations.  The EOC accepts instrument uplink data from the ICCs, validates them at a high level and integrates them.  The instrument team will be responsible for the contents of its instrument microprocessor loads.  In its role as overseer of mission operations, the EOC receives instrument status information from the ICCs in order to perform high-level monitoring.

6.5.1.2.1.2
EOC/SMC Interfaces

The EOC interfaces with the SMC, which is responsible for the overall management of the ground system resources used to perform the EOS mission.  It receives EOS management and operations directives, including science policy and guidelines from the IWG plan, contained in the LTSP and LTIP, via the SMC.  The EOC returns EOC management and operations status.

6.5.1.2.1.3
EOC/IMS Interfaces

The EOC sends copies of acquisition plans and schedules to the IMS during its planning and scheduling activities to provide the user with information.  The EOC provides the IMS with spacecraft information, including orbit data, used in DAR generation.

6.5.1.2.1.4
EOC/DADS Interfaces

The EOC will provide the DADS with spacecraft status information and historical data about EOS mission operations for archiving.  The EOC will receive from the DADS storage status which indicates the success or failure of storage of the data sent to DADS by the EOC.

6.5.1.2.1.5
EOC/IP ICC Interfaces

IP ICC assumption is stated in Section 6.1.  The EOC exchanges planning and scheduling information with the IP ICC, sends mission status to the IP ICC, and receives instrument commands and status from the IP ICC, as in the case of the U.S. ICC.

6.5.1.2.1.6
EOC/EDOS Interfaces

The EOC provides spacecraft and instrument uplink data to EDOS.  EDOS provides CCSDS packets containing real-time or spacecraft recorder and instrument housekeeping data, spacecraft and instrument command status data, and spacecraft processor memory dump data to the EOC.  The EOC and EDOS exchange accounting, fault coordination, data operations status, and planning information.  The EOC interfaces with EDOS to request changes in data delivery services and to make inquiries into data delivery status.  EDOS provides the EOC with the data delivery service status.

6.5.1.2.1.7
EOC/NCC Interfaces

The EOC receives from the NCC forecast and active schedules of TDRSS contacts.  The EOC transmits schedule requests for TDRSS with start times and duration to the NCC.  The EOC and the NCC will exchange messages that include status and resource reconfiguration information.

6.5.1.2.1.8
EOC/FDS Interfaces

The EOC receives from the FDS predicted orbit data, including predicted ground track for scheduling.  The EOC receives from the FDS contact scheduling data including UAV data and PSATs.  The FDS will develop plans for corrective firings for spacecraft maneuvers in conjunction with the EOC.  The EOC will receive, schedule, and implement these plans.  The EOC will provide attitude sensor data to the FDS for determining spacecraft attitude.

6.5.1.2.1.9
EOC/Spacecraft Simulator and SDVF Interfaces

The EOC receives flight software updates for uplink to the spacecraft from the Software Development and Validation Facility (SDVF).  For training and simulations, the EOC will send spacecraft and instrument commands and simulator directives to the spacecraft simulator.  The spacecraft simulators will send telemetry data and simulator responses to the EOC.  The spacecraft simulators fulfill the purpose of Flight operator training and development, validation of operational procedures, and anomaly resolution.

6.5.1.2.2
Data Flows

Table 6-1 describes the general input, output, and process data flows that support the EOC services and functions.

Table 6-1.  Conceptual EOC Data Flows (Page 1 of 3)

	From
	To
	Data Item
	Description

	EOC


	ICC
	Instr_Plan_Schedule
	Information on spacecraft resource availability, coordinated observation plans, spacecraft plans, guideline and priority updates, authorized instrument schedules.

	
	
	Mission_Status
	Mission status information, including spacecraft status and contingency action information.

	
	
	Command_Status
	Command uplink status, including when commands will be or were uplinked.

	ICC
	EOC
	Instr_Plan_Schedule
	Instrument resource needs and plans, instrument activity list, and instrument activity deviation list.

	



	
	Instr_Command
	Command and other data to be forwarded to EDOS for uplink and then to be distributed to the instrument in real time, or delayed onboard.  Includes real-time commands, stored commands, stored tables, instrument microprocessor load, and contingency data.

	
	
	Instr_Status
	High-level instrument status information obtained from instrument telemetry, including identification of anomalous events.

	EOC
	SMC
	Status
	EOC management and operations status.

	SMC
	EOC
	Directives
	EOC management and operations directives, including science policy and guidelines from the IWG plan in the LTSP and LTIP.

	EOC
	IMS
	DAR_Spacecraft_Info
	Spacecraft information, including orbit information used in DAR generation.

	
	
	Acq_Plan_Schedule
	Instrument operations plans and schedules for user information.


Table 6-1.  Conceptual EOC Data Flows (Page 2 of 3)

	From
	To
	Data Item
	Description

	EOC
	DADS
	Spacecraft_Status_Info
	High-level information about the status of a spacecraft.

	
	
	Mission_Historical_Data
	Information regarding EOS mission operations, including mission operations history.

	DADS
	EOC
	Storage_Status
	Information indicating success or failure of storage for data sent to DADS by the EOC.

	IP ICC
	EOC
	Instr_Plan_Schedule
	Instrument resource needs and plans, and schedules.

	
	
	Instr_Command
	Command to be forwarded to EDOS for uplink to be distributed to the instrument in real time or delayed onboard.

	IP ICC
	EOC
	Instr_Status
	High-level instrument information.

	EOC
	IP ICC
	Instr_Plan_Schedule Mission_Status
	Instrument resource needs and plans and schedules. Mission Status information, including spacecraft status and contingency action information.

	
	
	Command_Status
	Command uplink status, including when commands will be or were uplinked.

	EOC
	EDOS
	Spacecraft_Uplink_Data
	Forward-link data, including command transfer frames to be uplinked to the spacecraft and instruments.

	
	
	Data_ I/F_ Status 

Service_Coord_Dialog
	EOC coordination with EDOS, including accounting, fault coordination, data operations status, and planning. Requests for changes in data delivery services or inquiries into status, etc.

	EDOS

	EOC
	Telemetry_Data
	Return-link data in CCSDS packets, including spacecraft housekeeping data, SCC dumps, etc.

	
	
	Data_I/F_Status
	EOC coordination with EDOS, including accounting, fault coordination, status, and planning.

	
	
	Command_Status
	Spacecraft & instrument command transmission status.

	
	
	Service_Coord_Dialog
	Responses to request for data delivery services/status.


Table 6-1.  Conceptual EOC Data Flows (Page 3 of 3)

	From
	To
	Data Item
	Description

	EOC
	NCC
	TDRSS_Schedule_
Requests
	Requests for TDRSS contacts.

	
	
	NCC_Message
	Reconfiguration messages.

	NCC
	EOC
	TDRSS_Schedule
	Forecast and active TDRSS schedule and other scheduling information.

	
	
	NCC_Message
	Status and reconfiguration messages.

	FDF
	EOC
	FDF_Info
	Predicted_Orbit_Data, Contact_Scheduling_Data, and Spacecraft_Maneuver_Data

	
	
	Predicted_Orbit_Data
	Predicted orbit data, including predicted ground track information for scheduling.

	
	
	Contact_Scheduling_
Data
	Data used for scheduling contacts including User Antenna View (UAV) data and Predicted Site Acquisition Tables (PSATs).

	
	
	Spacecraft_Maneuver_Data
	Corrective firing plans for spacecraft maneuver developed by the FDS in cooperation with the EOC.

	EOC
	FDS
	Attitude_Sensor_Data
	Spacecraft sensor data for attitude determination and control (e.g., Sun sensor and star tracker).

	EOC
	S/C Sim-ulators
	Test_Sim_Data
	Command directives to control the simulator.


	SDVF 
	EOC
	Spacecraft_S/W_
Updates
	Updates to flight software to be uplinked to the spacecraft.


	S/C Simulators
	EOC
	Test_Sim_Data
	Telemetry data and simulator responses.


6.5.1.3
Functional Requirements

It is assumed that an IP’s ICC responsible for controlling an IP instrument on the U.S. spacecraft is functionally equivalent to a U.S. ICC responsible for controlling a U.S. instrument on a U.S. spacecraft, and that it interfaces with the EOC in the same manner that a U.S. ICC responsible for a U.S. instrument on the U.S. spacecraft does with the EOC.

EOC-0040
The EOC shall interface with EDOS for coordinating EDOS-provided services required by the EOC.  

EOC-1005
The EOC shall provide the IMS with spacecraft information, including at a minimum orbit information, for use in DAR generation.

6.5.1.3.1
Planning and Scheduling Service

EOC-2010
The EOC shall accept from the FDS planning and scheduling information for the EOS spacecraft and instruments, which includes, at a minimum, the following:

EOC-2020
The EOC shall generate the long-term spacecraft operations plan, based upon, at a minimum, the following:

a.
LTSP from the IWG

b.
LTIPs from the IWG

c.
Spacecraft maneuvers and other spacecraft activities that have potential to impact mission operations

EOC-2030
The EOC shall store and maintain EOS planning and scheduling information, which includes, at a minimum, the following:

a.
IWG science guidelines, as specified in the LTSP and LTIP

b.
Long-term spacecraft operations plan

c.
Predicted availability of the spacecraft resources

d.
Baseline activity profile for each applicable instrument

e.
Planning and scheduling information received from the FDS

f.
Preliminary resource schedules, including TDRSS contact times

g.
Detailed activity schedules, including TDRSS contact times

EOC-2040
The EOC shall provide to any authorized users (including the ICCs) read-only access to EOS planning and scheduling information.

EOC-2045
The EOC shall provide to any authorized users (including the ICCs) a common set of capabilities for formulating requests and for visualizing EOS planning and scheduling information.

EOC-2070
The EOC shall provide the capability to generate a spacecraft subsystem resource profile, based, at a minimum, on the following:
a.
Spacecraft orbit maintenance needs

b.
Spacecraft navigation needs

c.
Spacecraft subsystem maintenance needs

EOC-2160
The EOC shall provide plans and schedules to the IMS.

EOC-2170
The EOC shall be capable of planning and scheduling observations for which time may be specified in fixed or variable terms.

EOC-2180
The EOC shall be capable of planning and scheduling observations for those EOS instruments whose operations may be periodic, intermittent, or continuous.  

EOC-2190
The EOC shall be capable of planning and scheduling coordinated observations involving multiple instruments.  

EOC-2200
The EOC shall plan and schedule the management of spacecraft resources that include, at a minimum, the following: 

a.
Spacecraft recorder

b.
Communications subsystems

c.
Thermal and power subsystems

d.
SCC-stored command table

EOC-2210
The EOC shall have the capability to generate plans and schedules in both human readable and machine usable forms.  

EOC-2220
The EOC shall identify and resolve conflicts based on, at a minimum, the following:

a.
Resources needed for each observation or instrument support activity

b.
Resources needed for each spacecraft subsystem activity, if applicable

c.
Inter-instrument dependency

d.
In situ observation dependency

e.
Priorities set by the LTSP

EOC-2230
If conflicts cannot be resolved in EOS planning and scheduling, the EOC shall make a choice between competing activities based on negotiations with and between the ICCs or on a decision by the Project Scientist or his designee.  

EOC-2240
The EOC shall reintroduce applicable requested activities in its planning and scheduling function when the activity did not occur due to a deviation from the schedule.  

EOC-2250
The EOC shall be capable of performing its planning and scheduling function in batch and incremental interactive-user modes.  

EOC-2260
The EOC shall provide “what-if” capabilities for planning and scheduling analysis, and provide them to authorized users, including the ICCs.

EOC-2270
The EOC shall accept an instrument resource profile or instrument resource deviation list (when a resource profile exists for the instrument) from each ICC.  

EOC-2272
For the instruments that have resource deviations lists, the EOC shall build instrument resource profiles by combining the resource deviation lists with the respective baseline resource profiles.  

EOC-2280
At least once each week, the EOC shall generate for each spacecraft a preliminary resource schedule that describes all operations currently planned for the following target week.  

EOC-2290
Whenever the ICC’s instrument resource profile cannot be integrated into a preliminary resource schedule, the EOC shall provide the ICC with a notification that includes, at a minimum, an identification of the conflicting activities and the source of conflict.  

EOC-2300
The EOC shall build or update the preliminary resource schedule based on the following, at a minimum:

a.
Existing preliminary resource schedules, if any

b.
Instrument resource profiles

c.
Spacecraft subsystems resource profile

d.
Science guidelines

e.
Spacecraft operations constraints

f.
TDRSS schedule

EOC-2310
The EOC shall build a preliminary resource schedule by performing the following:

a.
Integrating the spacecraft subsystems resource profile and individual instrument resource profiles

b.
Determining if required resources, including SN resources, are within limits

c.
Using guidelines established by the LTSP

d.
Resolving conflicts between the proposed activities

EOC-2320
The preliminary resource schedule shall include, at a minimum, the following:

a.
Activity or DAR identifiers

b.
Resource availability and usage requirements

c.
Time constraints and alternatives for planned activities

d.
TDRSS schedule

EOC-2350
The EOC shall provide the preliminary resource schedule to the ICCs upon generation.  

EOC-2370
The EOC shall generate TDRSS schedule requests based on the data rate profiles of all the instruments and spacecraft subsystems.  

EOC-2400
The EOC shall submit the TDRSS schedule requests to the NCC.  

EOC-2405
The EOC shall accept the forecast TDRSS schedule from the NCC.  

EOC-2410
The EOC shall accept from the NCC notification of rejection along with the reason for rejection, when all or a portion of the TDRSS schedule request cannot be accommodated.  

EOC-2420
In response to the rejection of a TDRSS schedule request, the EOC shall have the capability to modify the request for resubmission to the NCC.  

EOC-2430
The EOC shall, in 95 percent of all cases, generate a preliminary resource schedule for one spacecraft within 2 hours after all required inputs are available.  

EOC-2460
The EOC shall be capable of generating or updating a spacecraft subsystem activity list based on at a minimum the following:

a.
Existing detailed activity schedule

b.
Preliminary resource schedule

c.
Spacecraft subsystem activities identified after the preliminary resource schedule has been generated

d.
Current predicted orbit data and related information

e.
Responses to emergency/contingency situations

EOC-2480
The EOC shall accept from each ICC an instrument activity list or an instrument activity deviation list (when an activity profile exists for the instrument) and any updates thereto.  

EOC-2482
For the instruments that have instrument activity deviation lists, the EOC shall build the instrument activity lists by combining the instrument activity deviation lists with the respective baseline activity profiles.  

EOC-2490
For each day the EOC shall be capable of generating or updating a detailed activity schedule for each spacecraft and its instruments, nominally covering the next 7 days.  

EOC-2510
The EOC shall generate a detailed activity schedule for the spacecraft and its instruments by:

a.
Integrating the spacecraft subsystem activity list and individual instrument activity lists

b.
Determining if the aggregate resource requirements are within limits

c.
Identifying and resolving conflicts among the proposed activities

d.
Ensuring that all the sequencing constraints among the proposed activities are respected

e.
Scheduling the spacecraft recorder, direct downlink, and communication subsystem operations

EOC-2520
If additional TDRSS schedule needs are identified while generating or updating a detailed activity schedule, the EOC shall make a request to the NCC for additional TDRSS services.

EOC-2530
If the request to the NCC for additional SN services is denied, the EOC shall regenerate or modify a detailed activity schedule to account for the TDRSS service availability constraints.  

EOC-2535
The EOC shall be capable of scheduling the use of the AGS, SGS or WOTS, in the event of an emergency or contingency that prevents communication through the TDRSS.  

EOC-2540
The EOC shall notify the ICC of any instrument activities that cannot be integrated into a detailed activity schedule.  

EOC-2550
The detailed activity schedule shall include, at a minimum, the following:

a.
Instrument activities

b.
Spacecraft activities necessary to support all instrument activities

c.
Spacecraft activities necessary for spacecraft subsystem maintenance

d.
Spacecraft resource requirements for each activity

e.
Traceability of instrument activities to DARs

EOC-2555
The EOC shall evaluate the impact of a TOO observation, or a change to a scheduled observation, on other previously scheduled activities.  

EOC-2570
In support of a TOO observation or late change, the EOC shall update the detailed activity schedule within 1 hour after receipt of the update to the corresponding instrument activity list or the instrument activity 


deviation list (when an activity profile exists for the instrument), if the update does not affect existing detailed activity schedule events or create new conflicts.  

EOC-2590
In support of a TOO observation or a late change, the EOC shall update the detailed activity schedule within 10 hours after the receipt of the update of the corresponding instrument activity list (or instrument activity deviation list), if the update affects existing detailed activity schedule events or creates new conflicts.  

EOC-2620
The EOC shall provide the ICC with the detailed activity schedule and any updates upon generation.  

EOC-2630
The EOC shall, in 95 percent of all cases, generate a detailed activity schedule for the spacecraft within 2 hours after all required inputs are available.  

6.5.1.3.2
Command Management Service

EOC-3015
The EOC shall accept SCC flight software updates from the SDVF.  

EOC-3017
The EOC shall accept from the FDS parameters necessary for spacecraft command data generation, including the following:

a.
Navigational operations parameters

b.
Spacecraft maneuver parameters
EOC-3020
The EOC shall accept from the ICC instrument loads, SCC-stored instrument commands, and SCC-stored instrument tables as well as the associated information that includes at a minimum the following:

a.
Instrument identifier

b.
Schedule identifier, if applicable

c.
Identification of commands that could impact spacecraft or instrument safety (i.e., critical commands) 

EOC-3024
The EOC shall validate the expected resource usage.  

EOC-3030
The EOC shall authenticate the originator of command information from the ICCs.

EOC-3050
At least once per day, the EOC shall generate SCC-stored spacecraft commands and SCC-stored spacecraft tables based on the detailed activity schedule.  

EOC-3060
The EOC shall support the grouping of contiguous and noncontiguous onboard memory data into virtual tables.

EOC-3062
The EOC shall support an SCC-stored command language that contains onboard programming logic and telemetry parameter monitoring.

EOC-3064
The EOC shall provide the ability to manage multiple, independent SCC stored command processors.

EOC-3070
The EOC shall generate SCC-stored spacecraft commands and SCC-stored spacecraft tables for 24 hours of spacecraft operations in less than 1 hour.  

EOC-3080
The EOC shall generate, validate, and store preplanned spacecraft commands for later use in emergency situations to protect the health and safety of the spacecraft.

EOC-3086
The EOC shall generate a command-to-memory location map for SCC-stored command loads.  

EOC-3090
As frequently as necessitated by the detailed activity schedule, the EOC shall build a spacecraft and instrument memory load, which includes as many of the following as needed:

a.
SCC-stored spacecraft and instrument commands

b. SCC-stored spacecraft and instrument tables

c.
Instrument-stored command and memory loads

d.
SCC software updates 

EOC-3160
The EOC shall generate operational reports including, at a minimum, the following:

a.
SCC and instrument-stored command load report

b.
Integrated report having orbital events, command execution times, and TDRS contacts with candidate loads

EOC-3200
The EOC shall accept from the ICC instrument preplanned command groups for issuance by the EOC in the event of an anomaly that requires an immediate response or in the event that the ICC is unable to command the instrument.

EOC-3210
The EOC shall store and maintain preplanned instrument commands for all instruments on the spacecraft.  

EOC-3225
In support of a TOO observation or late change, the EOC shall prepare the corresponding integrated load and/or real-time instrument command set within 15 minutes of receipt of the SCC-stored instrument commands, SCC-stored instrument tables, or instrument load from the ICC, if the observation does not impact previously scheduled activities.

EOC-3226
In support of a TOO observation or late change, the EOC shall prepare the corresponding integrated load and/or real-time instrument command set within 1 hour of receipt of the SCC-stored instrument commands, SCC-stored instrument tables, or instrument load from the ICC, if the observation impacts previously scheduled activities.  

EOC-3238
During a real-time contact, upon the user detecting a predefined emergency/contingency situation, the EOC shall provide the capability to issue spacecraft and instrument commands to EDOS within one minute. 

EOC-3240
The EOC shall be capable of producing spacecraft and instrument memory loads covering 24 hours of spacecraft operation in less than 1 hour.  

6.5.1.3.3
Commanding Service

EOC-4005
The EOC shall be capable of transmitting commands to the EOS spacecraft via EDOS using the:

a.
SN

b.
AGS (for contingency or emergency operations)

c. 
SGS (for contingency or emergency operations)

d.
WOTS (for contingency or emergency operations)

EOC-4008
The EOC shall be capable of transmitting commands via EBnet.

EOC-4010
For each spacecraft and its instruments, the EOC shall prepare uplink data that conform to the CCSDS Telecommand Standard.  

EOC-4015
The EOC shall provide the capability to build real-time commands based on operator input and validate the generated commands.  

EOC-4018
The EOC shall validate instrument real-time command groups.  

EOC-4060
The EOC shall provide the capability to exchange messages with the NCC, which include at a minimum status and reconfiguration messages.  

EOC-4100
The EOC shall provide the capability to control the uplink of critical commands by requiring a second positive response from the operator.  

EOC-4120
The EOC shall provide the capability to verify via telemetry the successful receipt of all commands by the spacecraft and instruments.  

EOC-4125
The EOC shall provide the capability to verify via telemetry the successful execution of spacecraft commands.  

EOC-4130
The EOC shall provide the capability to receive and evaluate command transmission status information from EDOS.  

EOC-4140
The EOC shall generate command-related event messages for display and for history logging to include:

a.
Command uplink status

b.
Command verification status 

EOC-4160
The EOC shall maintain a record of the uplink status of all spacecraft and instrument memory loads and real-time commands.  

EOC-4166
The EOC shall provide the ICC with instrument uplink status, which includes at a minimum the following:

a.
Receipt at the EOC

b.
Validation status

c.
Receipt at the spacecraft and instrument 

EOC-4168
The EOC shall provide the ICCs with instrument command notification messages, when emergency/contingency instrument commands are issued.  

EOC-4200
The EOC shall support several uplink rates to the spacecraft, which include at a minimum the following:

a. 
10 kilobits per second (kbps) (SSA uplink)

b.
1 kbps (SMA uplink)

c.
125 bits per second (bps) (SSA uplink during contingency operations)

d.
2 kbps (emergency operations via S-band link)

EOC-4210
The EOC shall process and output a single real-time emergency command within 500 milliseconds of receiving the request from an ICC.

6.5.1.3.4
Telemetry Processing Service

EOC-5010
The EOC shall receive from EDOS the following telemetry data types in CCSDS packets containing:

a.
Real-time spacecraft and instrument housekeeping data

b.
Spacecraft recorder housekeeping data

c.
SCC memory dump data

EOC-5011
The EOC shall provide the ability to receive VCDU-level spacecraft recorder housekeeping data from EDOS and extract CCSDS packets from the VCDU’s.

EOC-5012
The EOC shall be capable of processing spacecraft recorder housekeeping data for all periods of time during which real time data was not received.  

EOC-5013
The EOC shall provide the ability to extract spacecraft and instrument memory dump data from spacecraft recorder data.

EOC-5015
The EOC shall be capable of simultaneously receiving all EOS telemetry data types.  

EOC-5020
The EOC shall receive and process spacecraft telemetry data during spacecraft launch.  

EOC-5030
The EOC shall provide the capability to receive and process non-telemetry data, which includes at a minimum the following:

a.
Messages from the NCC

b.
Telemetry processing status messages from EDOS

EOC-5045
The EOC shall be capable of supporting all EOS telemetry formats for spacecraft and instrument housekeeping data.  

EOC-5050
The EOC shall provide the capability to receive and report data quality information with the incoming CCSDS packets as provided by EDOS.  

EOC-5070
The EOC shall provide the capability to detect and report gaps in the telemetry data it receives.  

EOC-5080
The EOC shall provide the capability to decommutate spacecraft and instrument housekeeping data.  

EOC-5090
The EOC shall perform the necessary engineering unit conversion, derived parameter generation, and digital and discrete state determination on the decommutated housekeeping data.  

EOC-5100
The EOC shall provide the capability to perform limit checking on all non discrete parameters within the real-time telemetry, flagging all parameters that have limit violations.  

EOC-5105
The EOC shall support the definition of multiple sets of boundary limits for each non-discrete parameter, with each set including definitions for one or more upper and lower boundaries.  

EOC-5110
The EOC shall provide the capability to generate an event message whenever a predetermined number of limit violations for a parameter is detected.

EOC-5120
The EOC shall provide the capability to accept temporary or permanent changes to limit definitions.  

EOC-5130
The EOC shall determine the best estimate for SCC memory contents.

EOC-5180
The EOC shall provide the capability to extract specified subsets of the telemetry stream.  

EOC-5185
The EOC shall provide the FDS with a subset of telemetry stream, which includes the following:

a.
Attitude sensor data

b.
Navigation telemetry data

c.
Spacecraft maneuver telemetry data

EOC-5187
The EOC shall have the capability to determine the spacecraft clock time bias required for synchronizing the spacecraft clock relative to Coordinated Universal Time (UTC).  

EOC-5190
The EOC shall provide the capability to store spacecraft recorder housekeeping data as they are received from EDOS in CCSDS packets.  

EOC-5200
The EOC shall provide the capability to process stored telemetry data at an operator-selectable rate.  

EOC-5220
The EOC shall be able to process real-time telemetry data at rates up to 50 kbps per spacecraft.  

EOC-5230
The EOC shall be able to receive and record spacecraft recorder housekeeping data at rates up to 1.544 Mbps.  

EOC-5240
The EOC shall be able to process history and archived spacecraft recorder housekeeping data at rates up to 150 kbps.  

6.5.1.3.5
Spacecraft Analysis Service

EOC-6010
The EOC shall provide the capability to perform analysis on real-time telemetry data, spacecraft recorder housekeeping data, and data from the EOC history log.

EOC-6050
The EOC shall provide the capability to determine, for specified parameters over a specified time interval, at a minimum the following:

a.
Minimum value

b.
Maximum value

c.
Mean value

d.
Standard deviation of the parameter

e.
Time and duration of limit violations

EOC-6060
The EOC shall provide the capability to plot a specified parameter against another parameter or against time.  

EOC-6070
The EOC shall provide the capability to time-correlate related spacecraft parameters.

EOC-6080
The EOC shall provide the capability to define, check, and manage spacecraft operations procedures.

EOC-6100
The EOC shall provide the capability to perform trend analysis on spacecraft and instrument housekeeping parameters.  

EOC-6110
The EOC shall provide the capability to monitor and evaluate the spacecraft functions, resources, and performance, including at a minimum the following:

a.
Stored command processing

b.
Spacecraft recorders

c.
Safe mode processes

d.
Electrical power subsystem

e.
Propulsion subsystem 

EOC-6130
The EOC shall monitor the configuration of the spacecraft and instruments.

EOC-6140
The EOC shall provide the capability to maintain a record of the spacecraft and instrument configuration, including the state of all spacecraft subsystems and instruments.  

EOC-6150
The EOC shall provide the capability to maintain a master ground image of the SCC spacecraft memory.  

EOC-6160
The EOC shall provide the capability to compare the master ground image and the SCC memory dump.  

EOC-6195
The EOC shall provide the capability to detect, isolate, and report failures and anomalies at the spacecraft subsystem level, and the spacecraft level.

EOC-6200
The EOC shall detect, isolate, and participate in the resolution of failures and anomalies involving the spacecraft and instruments, communications with the spacecraft, and ground operations support of the spacecraft.  

EOC-6220
The EOC shall  have the capability to provide the SDVF with SCC memory dump.

6.5.1.3.6
Data Management Service

6.5.1.3.6.1
EOC Spacecraft Data Base

EOC-7010
The EOS Operations Database (i.e. PDB, Configuration Files, etc.), shall include at a minimum the following:

a.
Housekeeping data formats

b.
Housekeeping data parameter descriptions

c.
Command descriptions

d.
Syntactical rules for commands and operator directives

e.
Operator directives

f.
Display formats

g.
Planning and scheduling definitions and constraints

h.
Analysis algorithms

i.
Report formats

j.
NCC configuration codes

k.
Derived telemetry parameter equations

l.
Telemetry parameter limits

m.
Characteristics of spacecraft and its instruments 
n.
Command validation parameters

o.
Operations procedures 

EOC-7020
The EOC shall maintain the latest two versions of the PDB.  

EOC-7025
The EOC shall provide the capabilities to generate and modify the PDB.  

EOC-7030
The EOC shall be capable of syntax and structure checking of the PDB.  

EOC-7040
The EOC shall provide accounting information on the contents of the PDB.  

EOC-7045
The EOC shall generate a report identifying any problems with the contents of the PDB.

6.5.1.3.6.2
EOC History Log

EOC-7060
The EOC shall maintain a history log for the spacecraft and instruments for the most recent 7 days, including at a minimum the following:

a.
All messages sent and received

b.
Telemetry data

c.
Operator requests/directives

d.
Real-time commands

e.
Stored command loads

f.
Memory loads and dumps

g.
Limits violations

h.
Error conditions

i.
Warnings

j.
Alarms

k.
Spacecraft and instrument status information

l.
Executed schedules

m.
Analysis results 

n.
Responses to operator requests

o.
User interface language procedures as they were executed

p.
EOC reconfiguration information

q.
Master ground image

EOC-7110
The EOC shall provide the capability to send the complete history log or a subset of the data with associated metadata to a designated DADS.

EOC-7120
The EOC shall be capable of extracting data sets from the history log by specifying time and data type to include as a minimum: telemetry, command, non-telemetry messages, operator directives, events, or limits violations.  

EOC-7125
The EOC shall provide spacecraft status data to an ICC.

EOC-7130
The EOC shall be capable of maintaining a subset of history data in support of long term analysis.

EOC-7140
The EOC shall be capable of storing documentation on-line for operator support, including at a minimum the following:

a.
Operator guides

b.
Operational procedures 

EOC-7150
The EOC shall store the technical documentation of the spacecraft hardware and software from before launch through the end of spacecraft operation.  

EOC-7160
The EOC shall be capable of updating the spacecraft technical documentation.  

6.5.1.3.7
Element Management Service

6.5.1.3.7.1
EOC Scheduling

EOC-8010
The EOC shall have the capability to schedule its systems and communications interfaces that are used for multiple spacecraft and instrument operations and for other activities, including maintenance, upgrade, sustaining engineering, testing, and training.  

EOC-8020
The EOC shall participate in the scheduling of interface and end-to-end tests with the external elements involved, including the ICCs, the spacecraft simulator(s), the SMC for other EOS elements, and EDOS for MO&DSD data delivery systems.

6.5.1.3.7.2
Operations Configuration Control

EOC-8090
The EOC shall establish its configuration, including functional connectivity within the EOC and between the EOC and external interfaces, for multiple spacecraft and instrument operations, tests, and maintenance.  

EOC-8110
The EOC shall support reconfiguration to work around faults and anomalies without interrupting other ongoing operations.  

EOC-8130
The EOC shall allow operator override for reconfiguration requests that violate operational constraints.  

EOC-8140
The EOC shall manage initialization and shutdown of EOC functions.  

6.5.1.3.7.3
Performance Monitoring

EOC-8150
The EOC shall provide the capability to analyze and report its internal performance at a minimum for the following:

a.
CPU utilization

b.
Processing throughput for plans and schedules, and commands

c.
Equipment downtime

d.
Mass storage utilization

e.
Communication resource utilization

f.
Data accounting 

EOC-8160
The EOC shall alert the operator when its status changes or when data errors exceed operator-specified levels.  

6.5.1.3.7.4
Fault Management

EOC-8220
The EOC shall manage its faults including at a minimum the following:

a.
Fault identification and reporting

b.
Log of fault activities through resolution 

EOC-8230
The EOC shall analyze and report the configuration, status, accounting, and performance information received from EOC components.  

EOC-8240
The EOC shall be capable of initiating diagnostics to aid in isolating internal faults, using safeguards to prevent their operations from affecting other operations.  

EOC-8250
The EOC shall participate in the resolution of failures and anomalies involving the interfaces of the EOC.  

6.5.1.3.7.5
Operations Testing

EOC-8260
The EOC shall provide tests for validating, verifying, and checking functional capabilities and performance for EOC functions after the EOC has been repaired or upgraded.  

EOC-8270
The EOC shall provide standard test data sets to be used in the validation of EOC functions.  

EOC-8285
The EOC shall support instrument integration activities associated with the spacecraft prior to launch.  

EOC-8290
The EOC shall use simulations and test functions of the spacecraft simulator(s) to check out the EOC functions.  

EOC-8320
The EOC shall support spacecraft and instrument tests at the integration site and at the launch site.  

EOC-8330
The EOC shall provide the capabilities:

a.
To test both nominal operations and failure paths

b.
To log test activities and test configuration

c.
To support analysis of test data and the generation of test results

d.
To maintain test procedures and test results 

6.5.1.3.7.6
Report Generation

EOC-8370
The EOC shall generate at a minimum the following:

a.
Security audit log

b.
EOC resource utilization report

c.
EOC status report

d.
EOC hardware/software configuration history 

EOC-8372
The EOC shall be capable of accessing ICC reports.  

EOC-8380
The EOC shall provide the SMC with access to EOC reports, including at a minimum the following:

a.
Plans and schedules

b.
Security actions

c.
Maintenance information

6.5.1.3.8
User Interface Service

EOC-9010
The EOC shall provide the capability for the operator to control the EOC functions and components, utilizing a combination of input devices.  

EOC-9020
The EOC shall provide the capability for the operator to send to displays, printers, and files spacecraft, instrument, and ground system information used or generated by each EOC function.  

EOC-9025
The EOC shall provide the capability to notify the operator of events and alarms.  

EOC-9040
The EOC shall support the use of a high-level interactive control language, which consists of a set of directives and programming-like language capabilities, including at a minimum the following:

a.
Evaluate algebraic and logical expressions

b.
Exercise decision logic (IF statements)

c.
Automated execution of a set of multiple directives (i.e., user interface language procedure)

d.
Internally branch to other parts of the user interface language procedure

e.
Nest user interface language procedures within procedures

f.
Initiate other EOC applications 

EOC-9080
The EOC shall provide the operator with the capability to create, modify, and delete user interface language procedures.  

EOC-9090
The EOC shall provide the capability for the operator to define the format and contents of text and graphics displays.  

EOC-9110
The EOC shall respond to operator inputs within 0.5 seconds.  

EOC-9130
The EOC shall be capable of updating displays of rapidly changing information at rates of up to once per second.  

6.5.1.4
EOC Performance

EOC-9510
The EOC shall support the following simultaneous activities:

a.
Performing mission coordination, planning, scheduling, monitoring, and commanding of the U.S. spacecraft and instruments as listed in Table D-1

b.
At least two of the following: mission test activities, EOC system upgrades, training, and/or maintenance

EOC-9520
The EOC computer hardware shall be able to grow without redesign to twice the processing, storage, and communications capacities estimated for full system operation.  

EOC-9570
The EOC computer processing, storage, and communications capacity utilization shall be less than 50 percent at turnover for operations.  

EOC-9580
The EOC architecture shall be capable of growing to support additional spacecraft without major redesign.  

6.5.2
Instrument Control Center (ICC)

6.5.2.1
Overview

The ICCs are responsible for the planning, scheduling, commanding, and monitoring of the U.S. instruments onboard the U.S. spacecraft.  There is functionally one ICC for each U.S. instrument.  IPs are expected to have functionally equivalent ICCs for IP instruments onboard the U.S. spacecraft.

The specifications for the ICC are meant to accommodate a wide variety of instruments.  These specifications must be customized for each instrument.  Not all instruments will require all services and some instruments will require unique services.

Operating in conjunction with ICCs are IST toolkits that interface with the ICCs via the ESN.  An IST provides an instrument PI/TL or designee capabilities at their home facilities for viewing and interacting with an ICC for the respective instrument operations.  IST capabilities are provided to U.S. investigators with instruments on the U.S. spacecraft.  In the context of these requirements, the IST is treated as a subelement of the ICC.

The EOC interacts with an ICC to coordinate the planning and scheduling of instrument activities with respect to the overall activities of the spacecraft.  The EOC also serves as the collection point from each ICC for the instrument commands required for the spacecraft.

The ICC receives instrument housekeeping and engineering telemetry from EDOS, for the purpose of instrument monitoring.  Both real-time and playback telemetry will be received by the ICC.  For some instruments, engineering telemetry may be embedded in science data packets, in which case it is extracted from the science data packets by the ICC.

The ICC shall will participate in integration and testing of its instrument before launch, provide initial checkout of the instrument soon after launch, and maintain 24 hour operations support for the life-time of the instrument.

The eight major services provided by each ICC consist of planning and scheduling, command management, commanding, telemetry processing, instrument analysis, instrument data management, element management, and user interface.  Each of these services is described briefly below.  More detailed requirements for these services are contained in Section 6.5.2.3.

6.5.2.1.1
Planning and Scheduling Service

At least once per week, each ICC will generate or update, if necessary, an instrument resource profile for its instrument covering a target week of operations.  The instrument resource profile is generated based on the LTIP, instrument science activities and instrument support activities (e.g., the plans for the instrument calibration and maintenance activities).  Additional input (e.g., from science assessment) for generation of the instrument resource profile may come from the IST.  The ICC will send its instrument resource profile (and/or instrument resource deviation lists) to the EOC where it will be integrated with the instrument resource profiles (and/or instrument resource deviation lists) from the other instruments on the spacecraft, resulting in the creation of a preliminary resource schedule.  For some instruments, the ICC may have to provide several updates of a instrument resource profile to the EOC in order to resolve all planning conflicts before the EOC can build a conflict-free preliminary resource schedule.  Alternatively, the instrument resource profile for many instruments may vary little from week-to-week, often requiring no update whatsoever.

At least once per day, the ICC will build or update, as needed, an instrument activity list that covers several days of operations, in coordination with the EOC and based on the preliminary resource schedule.  The ICC will send the instrument activity list to the EOC for integration into a detailed activity schedule, covering several days.  Depending on the instrument, the ICC may have to send several updates of its instrument activity list to the EOC in order for the EOC to build an acceptable detailed activity schedule or to respond to TOOs or other contingency/emergency situations.  Most instruments, however, will normally have the same instrument activity list day-to-day, or have small variations that can be specified in an instrument activity deviation list.  The ICC also provides interactive scheduling capabilities to the PI/TL at the IST to aid in the decision making of the schedule generation.

TOOs or needs for critical instrument support activities can result in expedited updates of the instrument activity list if the responding request is received within a short time of the requested activity.

6.5.2.1.2
Command Management Service

The Command Management Service provides the non-real-time generation of instrument commands and memory loads required for the operation of an instrument.  It generates and assembles the commands, tables, and/or memory loads required for the operation of an instrument based on the approved detailed activity schedule.  It prepares, depending on the applicability to its instrument, SCC-stored instrument commands, SCC-stored instrument tables, instrument preplanned command groups, or instrument microprocessor memory loads, using command information it gets from the ICC instrument data base.  SCC-stored commands and tables and instrument preplanned command groups are described in Section 6.5.1.1.2.  These must be managed by the EOC and the spacecraft after being generated by the ICC.  Instrument microprocessor memory loads, on the other hand, are managed solely by the ICC and are treated as a pass-through package by the EOC and the spacecraft.  Instrument microprocessor loads can contain a variety of data for the instrument, including microprocessor software, microprocessor-stored tables, or microprocessor-stored commands.

The Command Management Service generates and, on request, stores and maintains instrument command groups.  These are sets of commands which are not stored on board the spacecraft for delayed execution, but, when issued from the ground, are executed immediately on board.  Command groups can be stored at the ICC or at the EOC depending on their applicability.  Command groups will be transmitted by the ICC Commanding Service to the EOC either for storage and later uplink on request, or for immediate uplink; from the perspective of the EOC, these are referred to as preplanned and real-time command groups, respectively.  The Command Management service can also accept from the IST instrument microprocessor loads, if applicable, when they are generated by the PI/TL.

6.5.2.1.3
Commanding Service

The ICC Commanding Service provides for the transfer of command data (i.e. instrument loads, SCC-stored instrument commands and tables, command groups, and real-time commands) to the EOC.  Additionally, the ICC Commanding Service provides the capability to accept, evaluate, and process requests for instrument commands from an IST.

The instrument loads and the SCC-stored instrument commands and tables, which have been prepared by the ICC Command Management Service, are transferred to the EOC for use by the EOC Command Management Service in preparing the spacecraft and instrument integrated memory load.

The ICC operators will require that real-time instrument commands be constructed and uplinked in real time during contacts with the spacecraft.  The need for real-time instrument commanding would be in response to an emergency/contingency situation or in response to a request from an IST.  The ICC Commanding Service interfaces with the EOC Commanding Service to perform this function.  The ICC operators will request commanding capability from the EOC operators and contingent on approval of the request, they may perform real-time commanding.  Commands are entered directly by the operator or generated from either a real-time or preplanned command group.  (A command group is a logical set of commands.  A preplanned command group is processed by the ICC Command Management Service, and stored on the ground for later uplink where a real-time command group has not undergone a preprocessing.)

The ICC Commanding Service will track the status of all commands issued from the ICC.  Additionally, the ICC Commanding Service will provide the IST with relevant command status information.

6.5.2.1.4
Telemetry Processing Service

The ICC provides health and safety monitoring for its instrument.  It receives real-time or spacecraft recorder spacecraft and instrument housekeeping data and instrument engineering data in CCSDS packets directly from EDOS.  For some instruments, instrument engineering data received from EDOS may be embedded in science packets, from which the ICC will have to extract the instrument engineering data.  The ICC extracts the relevant spacecraft parameters and instrument housekeeping data from the spacecraft and instrument housekeeping data stream.  The ICC uses these data for both short-term instrument health, safety, and performance monitoring activities, and for instrument trend monitoring.

Monitoring information will be provided by the ICCs to their respective ISTs, allowing the PIs/TLs to participate actively in the instrument monitoring activities, when desired or necessary for expert analysis.

The ICCs will periodically, and in response to anomalous conditions, provide instrument status reports to the EOC, to aid in the EOC’s overall monitoring effort.

6.5.2.1.5
Instrument Analysis Service

The ICC performs analysis of instrument and related data to support the operation of the instrument.  The analyses include trend analysis, performance analysis, and instrument configuration monitoring.  Analysis may be performed on real-time data, spacecraft recorded data, or data from the history log.  The ICC maintains the ground image of the instrument microprocessor memory and compares this image to memory dumps.  The ICC provides fault management for the instrument and participates in fault resolution of instrument and ICC interface faults.  The ICC coordinates the analysis with the IST.

6.5.2.1.6
Instrument Data Management Service

The ICC maintains the Instrument Data Base (IDB).  The IDB contains the instrument-unique parameters required to operate the instrument, such as command formats and telemetry parameter limits.  The ICC is capable of checking and modifying records in the IDB.

The ICC stores a record of the operations activities in the history log.  This includes all electronic messages with external systems, instrument operator actions, schedules, and so on.  The data is stored in the ICC for seven days and then provided to the DADS for archiving.  Data can be extracted by time and data type to support operations analysis.

6.5.2.1.7
Element Management Service

The ICC Element Management Service will have capabilities to schedule ICC activities, control and monitor the configuration of its resources, monitor performance, generate reports, and provide operations testing.  It will coordinate operations with the EOC and the SMC.

The Local System Management tools will be used to provide appropriate ICC element management functions except where there are overriding operational considerations.  Reference Section 8.2.1.3.9 of this document for the requirements associated with the Local System Management Service.

6.5.2.1.8
User Interface Service

The User Interface Service in the ICC will provide authorized ICC personnel with access to every ICC function, including planning and scheduling, control and monitoring, and analysis and management of its instrument and the ICC itself.  This User Interface Service will consist of two main capabilities: a set of mechanisms through which the operator can specify actions to be taken by the system and provide responses and input, and a display function through which the user can monitor the instrument, the ICC components, and the results of user requests.  The user interface will include a high-level interactive control language.  The control language will provide the operator with the ability to input requests in a variety of forms (e.g., directives, procedures, and pointing devices).  As a collection of related directives, user interface language procedures allow the user to automate the execution of functions that require multiple directives.  Within the user interface language procedures, the language also provides other features such as nesting, conditional constructs, and timed execution.

The display portion of the User Interface Service primarily involves the display of information to the user in the form of text and graphical displays.

6.5.2.1.9
IST

The IST will support the input of DARs into the ECS system.  Tools that are co-resident with the IST will be provided to aid in the construction of the DAR and account checking with SMC prior to the submission of the DAR and subsequent transmission to the IMS (via the NSI or EBnet).  The IST will provide access to DARs that are being initially processed by the ICC, so that the PI/TL may provide input into their processing.

The IST will provide access to the plans and schedules being developed by the ICC and EOC, so that the PI/TL may review the planned instrument use.  In addition, the IST will permit the PI/TL to have interactive scheduling capabilities to aid in the decision making of the schedule generation.  The interactive scheduling at the IST will permit only the generation of “what-if” versions of the schedule and not the final schedule.

The IST will permit the PI/TL to transmit to the ICC instrument microprocessor memory loads and updates to the ICC Instrument Data Base (IDB).  The IST will also provide the capability for the PI/TL to issue command requests to the ICC, if urgent commands are deemed necessary by the PI/TL or designee.  The PI/TL will have access to command uplink status via the IST, as received from the ICC.

To support anomaly and long-term analysis, in addition to the calibration of the instrument, the IST will receive and display engineering telemetry from the ICC.  Instrument status, as determined by the ICC, will be made available to the IST, upon request.

6.5.2.2
Conceptual ICC Architecture

The ICCs are the elements of the FOS that have the responsibility for planning and scheduling the individual instruments activities, commanding the instruments, and monitoring the instruments’ health and safety.

The ICCs provide plans and activity specifications to the EOC, submit instrument commands to the EOC, and provide instrument status reports to the EOC.

The ICC receives telemetry from EDOS for monitoring instrument activities.

An ICC can involve the instrument PI/TL in its activities through an IST resident at the PI/TL site.

6.5.2.2.1
ICC Interfaces

The Conceptual ICC Context Diagram is shown in Figure 6-3.  The ICCs interfaces with other EOSDIS elements and external entities are described below.

6.5.2.2.1.1
ICC/EOC Interface

Based on the instrument science activities, its plans for instrument maintenance and instrument calibration, spacecraft activities that will impact the instrument, and other guidelines provided by the EOC, each ICC will provide a proposed instrument resource profile, or an instrument resource deviation list to the EOC for its instrument.  The EOC, in response, will send an overall spacecraft and instrument operations plan, designated a preliminary resource schedule which may include requested resource changes required to eliminate any conflicts.

Once the preliminary resource schedule (which describes activities for the following target week) has converged, the ICC will produce an instrument activity list or an instrument activity deviation list of all its instrument activities for the following week, based on the preliminary resource schedule, instrument collection activities and instrument and spacecraft support activities.  The proposed instrument activity list or an instrument activity deviation list is sent to the EOC.  This includes a refinement of resources expected to be used and more exact timeline of activities than what was provided for the preliminary resource schedule.  The EOC generates a spacecraft and instrument level detailed activity schedule which it provides to the ICC.
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Figure 6-3.  Conceptual ICC Context Diagram

The ICC provides instrument commands and other data to the EOC for uplink.  This uplink data is based on the detailed activity schedule or is given in response to emergency/contingency situations.  The uplink data may include instrument commands, microprocessor loads, or table loads.  The EOC provides an uplink status to the ICC for each of these types of uplink data.

Preplanned emergency/contingency commands are also provided to the EOC.  The EOC will be able to issue emergency/contingency commands to the instrument independent of the ICC, although normally only as a backup.  The EOC will provide notification to the ICC if these commands are issued.  On a periodic basis, the ICC reports instrument status to the EOC; this status is also provided in the event of certain anomalous activities.

6.5.2.2.1.2
ICC/IST Interface

The ICC provides planning information to the IST for review by the PI/TL.  The PI/TL can either approve the plan or provide modifications.  The same mechanism also exists for the instrument schedule, and is primarily used for resolving conflicts.

Instrument monitoring data received and processed at the ICC is made available to the IST on request.  This includes instrument housekeeping and instrument engineering data, as well as spacecraft housekeeping telemetry.  

Requests for commands to be uplinked can be issued at the IST and then sent to the ICC.  This would only be for anomalous events or to modify an existing sequence (that does not exceed allocated resources) to take into account a late-breaking scientific event.  In addition, instrument microprocessor loads can be sent by the IST to the ICC.

The IST sends to the ICC instrument operations data that includes command-mnemonic-to-bit-sequence definitions and the data needed at the ICC for instrument monitoring, such as parameter value ranges.  In addition, the IST will be able to provide a command request to the ICC.

6.5.2.2.1.3
ICC/SMC Interface

The ICC receives resource directives, including the LTSP and the LTIP, from the SMC and returns ICC management and operations status.

6.5.2.2.1.4
ICC/DADS Interface

The ICC transmits instrument command history data and instrument engineering status data to a DADS for archiving.  The ICC receives storage status which indicates the success or failure of storage of the data sent to the DADS by the ICC.

6.5.2.2.1.5
ICC/EDOS Interface

The ICC receives instrument telemetry packets from EDOS, including spacecraft and instrument housekeeping data packets, and instrument engineering data packets.  The ICC extracts instrument housekeeping data and relevant spacecraft parameters from the spacecraft and instrument housekeeping data packets.  For some instruments, the instrument engineering data may be received embedded in the science data packets, in which case the ICC will extract its engineering data from the science data packets.  The ICC interfaces with EDOS to request changes in data delivery services and to make inquiries into data delivery status.  EDOS provides the ICC with responses to the data delivery service requests and replies to status inquiries.

6.5.2.2.2
ICC Data Flows

Table 6-2 describes the general input, output, and process data flows that support the ICC services and functions.

6.5.2.3
Functional Requirements

The ICC requirements stated in this section refer to the operations of a single instrument.

It should be noted that an IP element responsible for controlling an instrument on a U.S. spacecraft is assumed to comply with the ICC requirements of this section.

ICC-0010
The GSFC ICC shall be responsible for planning, scheduling, commanding, and monitoring the instruments allocated to GSFC in Table D-1, Instrument Manifest.  

ICC-0020
The ICC shall be capable of interfacing with one or more local and/or remote ISTs for the instrument supported by the ICC.  

Table 6-2.  Conceptual ICC Data Flows (Page 1 of 2)

	From
	To
	Data Item
	Description

	ICC
	EOC
	Instr_Plan_Schedule

	Instrument resource needs and plans, instrument activity list and instrument activity deviation list.

	


	
	Instr_Command

	Commands and other data to be forwarded to EDOS for uplink and then to be distributed to the instrument in real time or delayed onboard.  Includes real-time commands, stored commands, stored tables, instrument microprocessor loads, and contingency data.

	
	
	Instr_Status

	High-level instrument status information, obtained from instrument telemetry, including identification of anomalous events.

	EOC


	ICC
	Instr_Plan_Schedule

	Information on spacecraft resource availability, coordinated observation plans, spacecraft plans, guideline and priority updates, and authorized instrument schedules.

	
	
	Mission_Status

	Mission status information, including spacecraft status and contingency action information.

	
	
	Command_Status

	Command uplink status, including when commands will be or were uplinked.

	SMC
	ICC
	Directives
	ICC management and operations directives, including science policy and guidelines from the IWG plan in the LTSP and the LTIP.

	ICC
	SMC
	Status
	ICC management and operations status.

	ICC
	IST
	Instr_Plan_Schedule

	Information the PI/TL would require to approve a plan or a schedule for his/her instrument, or suggest modifications to eliminate conflicts.

	
	
	Command_Status
	Status of commands requested by the PI/TL.

	
	
	Instr_Engr_Data

	Both processed and raw telemetry data received from the instrument provided on an as-requested basis to the IST.

	
	
	Spacecraft_H/K_Data

	A subset of the Spacecraft engineering data provided on an as-requested basis to the IST.


Table 6-2.  Conceptual ICC Data Flows (Page 2 of 2)

	From
	To
	Data Item
	Description

	IST
	ICC
	Instr_Plan_Schedule

	Instrument planning and scheduling information, including modification or approval of an instrument plan or schedule, as provided by the TL/PI to the ICC.

	
	
	Instr_Analysis_Results

	Results of analysis on instrument housekeeping and engineering data.

	
	
	Instr_Ops_Data
	Instrument-specific command and/or telemetry information needed at the ICC.  It consists of: Instr_ Microprocessor_Load, Instr_Command_Rqst, and Instrument Monitoring.

	IST
	ICC
	Instr_
Microprocessor_
Load
	Memory load for the instrument microprocessor.  This could be a load of executable code, a table, or the instrument microprocessor's stored command memory, if applicable.

	



	
	Instr_Command_
Rqst

	A request for a command or series of commands from the IST to the ICC in response to anomalous events or as a means to update commands for late occurring scientific phenomena.

	ICC
	DADS
	Instr_Historical_Data

	History of instrument operations, including commands sent and all indications of successful and failed commands, for archival.

	
	
	Instr_Status_Info
	Instrument status information resulting from the ICC's analysis of instrument data, for archival.

	DADS
	ICC
	Storage_Status
	Information indicating success or failure of storage for data sent to a DADS by the ICC

	ICC
	EDOS
	Service_Coord_Dialog
	Request for changes in data delivery services or status, etc.

	EDOS
	ICC
	Instr_Engr_Data

	Telemetry data in CCSDS packets received from the instrument, used primarily for health and safety and calibration purposes.  Includes instrument microprocessor memory dump data.

	
	
	Spacecraft_H/K_Data
	Spacecraft engineering data in CCSDS packets that is used primarily for health and safety and calibration purposes.  Includes ancillary data.

	
	
	Service_Coord_Dialog
	Responses to the requests received from the ICC for data delivery services or status.


ICC-0030
The ICC shall have the capability to notify the TL or instrument PI at the IST of, at a minimum, the following:

a.
Conflicts found in planning and scheduling

b.
Arrival of instrument engineering data

c.
Instrument anomalies found during instrument monitoring

ICC-0055
The ICC shall interface with EDOS for coordinating EDOS-provided services (e.g., data delivery service messages, status).

6.5.2.3.1
DAR Processing Service

6.5.2.3.1.1 DAR Analysis

ICC-1130
In support of a TOO observation, the ICC shall be able to evaluate the corresponding request within 30 minutes.

6.5.2.3.2
Planning and Scheduling Service

ICC-1150
The ICC shall be capable of using predicted orbit data and related information for the U.S. spacecraft, to determine the times during which specified targets will be within view of the specified instruments.

ICC-2010
The ICC shall have the capability to access the EOC planning and scheduling information.  

ICC-2015
The ICC shall have the capability to access and execute EOC “what-if” functions for planning and scheduling analysis.

ICC-2020
Upon request from the PI/TL at the IST, the ICC shall provide the IST with planning and scheduling information, which includes, at a minimum, the following:

a.
LTSP and LTIP

b.
Current resource availability information

c.
Current predicted orbit data and related information

d.
Plans and schedules 

ICC-2050
The ICC shall identify and resolve instrument planning and scheduling conflicts of its instrument based on, at a minimum, the following:

a.
Resource and time constraints

b.
In situ observation dependency

c.
Coordinated observation dependency among instruments

d.
Priorities set by the LTSP and LTIP 

ICC-2052
The ICC shall generate the instrument baseline activity profiles, based upon the LTIPs for the applicable instrument.

ICC-2060
The ICC shall reintroduce applicable requested activities in its planning and scheduling function when the activity did not occur due to a deviation from the schedule.  

ICC-2110
The ICC shall be capable of converting PI/TL-provided instrument deviation requests into scheduling directives suitable for inclusion in its instrument resource profile.

ICC-2115
The ICC shall have the capability to plan and schedule instrument maintenance activities.  

ICC-2120
The ICC shall accept instrument deviation requests from the IST.

ICC-2140
At least once each week, the ICC shall build an instrument resource profile or an instrument resource deviation list (when a baseline resource profile exists for the instrument), which includes a description of instrument operations currently planned for the target week.  

ICC-2150
The ICC shall accept from the EOC a notification of rejection of its instrument activities proposed in the instrument resource profile or instrument resource deviation list.  

ICC-2170
When the ICC encounters a conflict while building or updating an instrument resource profile (or instrument resource deviation list), and the ICC does not have sufficient information to resolve the conflict, the ICC shall forward a request for its resolution to the PI/TL at the IST.  

ICC-2180
The ICC shall accept from the IST information regarding the resolution of conflicts encountered while building or updating an instrument resource profile or instrument resource deviation list.  

ICC-2190
The ICC shall build or update its instrument resource profile, or when a resource profile exists, its instrument resource deviation list, based, at a minimum, on the following:

a.
PI/TL provided instrument deviation requests

b.
LTSP and LTIP

c.
Current resource availability 

d.
Current predicted orbit data and related information

e.
Rejection notification from the EOC of activities that can not be accommodated in the preliminary resource schedule

f.
Existing preliminary resource schedule

ICC-2210
The ICC shall ensure that its instrument resource profile contains no internal conflicts.

ICC-2220
The ICC shall be able to generate the instrument resource profile in both machine usable and human readable forms.  
ICC-2230
When generated, the ICC shall provide the EOC with its instrument resource profile or, when a resource profile exists, an instrument resource deviation list.  

ICC-2250
The ICC shall accept the preliminary resource schedule from the EOC.

ICC-2270
For each day the ICC shall be capable of generating or updating, an instrument activity list or an instrument activity deviation list (when an activity profile exists for the instrument) nominally covering the next 7 days.  

ICC-2280
The ICC shall generate or update the instrument activity list, or when a baseline activity profile exists, the instrument activity deviation list, based, at a minimum, on the following:

a.
PI/TL provide instrument deviation requests

b.
LTSP and LTIP

c.
Preliminary resource schedule

d.
Current resource availability information

e.
Current predicted orbit data and related information

f.
Responses to contingency/emergency conditions

g.
Rejection notification from the EOC of the activities that cannot be accommodated in the detailed activity schedule

ICC-2290
The ICC shall generate the instrument activity list or the instrument activity deviation list (when an activity profile exists for the instrument) in both machine-usable and human-readable forms, to describe for each activity, at a minimum, as many of the following that apply:

a.
Activity identifier including traceability to PI/TL-provided deviation requests

b.
Objectives 

c.
Resource requirements

d.
Start time constraints and duration 

e.
Instrument modes as a function of time 

f.
Pointing angles and field of view (FOV) 

g.
Specified tolerance limits 

h.
Disturbances caused for each instrument mode

ICC-2300
The ICC shall accept from the EOC a notification of rejection of instrument activities.  

ICC-2350
In support of a TOO observation or a late change, the ICC shall update the instrument activity list or the instrument activity deviation list (when an activity profile exists for the instrument) within 8 hours, if the corresponding observation or the late change affects existing instrument activities or creates new conflicts.

ICC-2370
In support of a TOO observation, the ICC shall update the instrument activity list or the instrument activity deviation list (when an activity profile exists for the instrument) within 30 minutes, if the corresponding observation or the late change does not affect existing instrument activities or create new conflicts.

ICC-2380
In support of a late change, the ICC shall be capable of updating the instrument activity list within 75 minutes, if the request for instrument support activity does not affect existing instrument activity list events or create new conflicts.  

ICC-2390
The ICC shall provide the EOC with the instrument activity list or instrument activity deviation list (when an activity profile exists for the instrument) and any updates thereto, when generated.  

ICC-2400
The ICC shall have the capability to update the instrument activity list or instrument activity deviation list (when an activity profile exists for the instrument) in response to instrument malfunctions or other special events that affect the continuation of the existing schedule.  

ICC-2420
The ICC shall send to the IST the generated instrument activity list (or instrument activity deviation list) to be reviewed and/or approved by the PI/TL.

ICC-2430
The ICC shall notify the PI/TL at the IST of any problems encountered while building or updating its instrument activity list (or instrument activity deviation list).  

ICC-2450
The ICC shall accept from the IST notification of problem resolution regarding the instrument activity list (or the instrument activity deviation list).  

6.5.2.3.3
Command Management Service

ICC-3010
The ICC shall validate instrument-stored commands, instrument memory loads, SCC-stored instrument commands, and/or SCC-stored instrument tables, as appropriate, that are generated at the ICC.

ICC-3020
The ICC shall accept the detailed activity schedule or its updates from the EOC.

ICC-3040
The ICC shall be capable of generating, at least once each day, instrument-stored commands, instrument memory loads, SCC-stored instrument commands, and/or SCC-stored instrument tables based on the detailed activity schedule.

ICC-3050
The ICC shall be able to generate a command-to-memory location map for instrument-stored command loads.  

ICC-3060
The ICC shall generate and validate, in less than 1 hour, the instrument loads, SCC-stored instrument commands, and/or SCC-stored instrument tables for 24 hours of operation of its instrument.  

ICC-3070
In support of a TOO observation or late change, the ICC shall generate and validate the corresponding commands within 25 minutes of receiving an updated detailed activity schedule from the EOC, if the corresponding observation does not impact previously scheduled activities.  

ICC-3071
In support of a TOO observation, the ICC shall be capable of generating and validating the corresponding commands within 55 minutes of receiving an updated detailed activity schedule from the EOC, if the corresponding observation impacts previously scheduled activities.  

ICC-3085
In support of a late change, the ICC shall be capable of generating and validating the corresponding commands within 115 minutes of receiving an updated detailed activity schedule from the EOC, if the corresponding activity impacts previously scheduled activities.

ICC-3090
The ICC shall generate, validate, and store, as command groups, preplanned instrument commands for later use in emergency situations to protect the health and safety of its instrument.

ICC-3100
The ICC shall be able to generate, validate, and store preplanned contingency instrument commands to support specific TOO observations.  

ICC-3110
The ICC shall be able to generate, validate, and store preplanned contingency instrument commands to be used in event of instrument anomalies.  

ICC-3150
The ICC shall be able to accept from the PI/TL, via the IST, instrument memory loads, including software and table updates.  

ICC-3160
Upon request from the PI/TL at the IST, the ICC shall provide the IST with at a minimum the following:

a.
Current detailed activity schedule

b.
Instrument commands/tables and instrument loads

c.
Instrument command status information

6.5.2.3.4
Commanding Service

ICC-3210
The ICC shall provide the EOC with instrument loads, SCC-stored instrument commands, SCC-stored instrument tables, preplanned real-time instrument commands, and associated information that includes, at a minimum, the following:

a.
Instrument identifier

b.
Schedule identifier, if applicable

c.
Critical command information

ICC-3220
The ICC shall have the capability to accept, via the IST, an instrument command request from the PI/TL.  

ICC-3230
The ICC shall evaluate a command request from the IST against the current detailed activity schedule to determine whether it can be met with the corresponding commands without impacting previously scheduled activities.  

ICC-3240
The ICC shall generate and validate a preplanned instrument command in response to an instrument command request from the PI/TL at the IST.  

ICC-3270
The ICC shall be able to generate and validate emergency/contingency instrument command groups in emergency/contingency situations.

ICC-3370
The ICC shall provide the capability to verify the successful receipt and execution of instrument commands.  

ICC-3400
Upon request from the PI/TL at the IST, the ICC shall provide the IST with instrument command status, which includes at a minimum the following:

a.
Receipt at the EOC

b.
Validation status as determined by the EOC

c.
Receipt at the spacecraft

d.
Execution at the instrument 

6.5.2.3.5
Telemetry Processing Service

ICC-4010
Upon request from the PI/TL, the ICC shall provide the IST with at a minimum the following:

a.
Instrument housekeeping data

b.
Spacecraft housekeeping data

c.
Derived parameters for its instrument 

ICC-4020
The ICC shall provide the capability to accept CCSDS packets from EDOS containing at a minimum the following data types:

a.
Spacecraft and instrument housekeeping data

b.
Instrument memory dump data 

ICC-4040
The ICC shall be capable of simultaneously receiving real-time and spacecraft recorder data for all housekeeping and instrument engineering data types.

ICC-4045
The ICC shall provide the capability to extract instrument housekeeping data and relevant spacecraft parameters from the spacecraft and instrument housekeeping data stream.  

ICC-4060
The ICC shall support all EOS telemetry formats for instrument housekeeping data.  

ICC-4070
The ICC shall provide the capability to receive and report data quality information with the incoming CCSDS packets as provided by EDOS.  

ICC-4090
The ICC shall provide the capability to detect and report gaps in the telemetry data it receives.  

ICC-4095
The ICC shall provide the capability to receive and process, non-telemetry data, which includes at a minimum the following:

a.
Telemetry processing status messages from EDOS

ICC-4100
The ICC shall have the capability to perform instrument housekeeping and engineering data processing, which includes at a minimum the following:

a.
Decommutation

b.
Engineering unit conversion

c.
Limit checking, flagging out-of-limit parameters

d.
Derived parameter generation

e.
Digital and discrete state determination 

ICC-4110
The ICC shall support the definition of multiple sets of boundary limits for each non-discrete parameter, with each set including definitions for one or more upper and lower boundaries.  

ICC-4120
The ICC shall provide the capability to accept temporary or permanent changes to limit definitions.  

ICC-4130
The ICC shall have the capability to continuously process instrument housekeeping data in real time as it is being received.  

ICC-4150
The ICC shall have the capability to provide event messages whenever a predetermined number of limit violations for a parameter is detected.

ICC-4160
The ICC shall have the capability to process spacecraft recorder instrument housekeeping data to determine instrument health and safety.

ICC-4170
The ICC shall provide the capability to determine the best estimate for instrument memory contents.  

ICC-4180
The ICC shall be able to process 24 hours of spacecraft recorder instrument housekeeping and engineering data within 2 hours.  

ICC-4190
The ICC shall provide the capability to store spacecraft recorder telemetry data as it is being received.  

ICC-4200
The ICC shall provide the capability to process stored telemetry data at an operator-selectable rate.  

ICC-4230
The ICC shall be capable of receiving and recording spacecraft recorder data at rates up to 1.544 Mbps.  

6.5.2.3.6
Instrument Analysis Service

ICC-4410
The ICC shall provide the capability to perform analysis on real-time data, spacecraft recorder data, and data from the ICC history log.  

ICC-4420
The ICC shall receive spacecraft status data from the EOC.

ICC-4440
The ICC shall provide the capability to determine, for specified parameters over a specified time interval, at a minimum the following:

a.
Minimum value

b.
Maximum value

c. Mean value

d.
Standard deviation of the parameter

e.
Time and duration of limit violations 

ICC-4450
The ICC shall provide the capability to plot specified parameters against other specified parameters or against time.  

ICC-4460
The ICC shall provide the capability to time-correlate related instrument parameters.

ICC-4470
The ICC shall provide the capability to define, check, and manage instrument-specific operations procedures.

ICC-4480
The ICC shall have the capability to monitor and evaluate instrument environmental parameters.  

ICC-4490
The ICC shall provide the capability for trend analysis of instrument parameters.

ICC-4500
The ICC shall provide the capability to generate instrument performance data based on the processing of instrumenthousekeeping data.

ICC-4510
The ICC shall have the capability to generate instrument status data based on instrument performance data and instrument anomaly data.

ICC-4540
The ICC shall monitor the configuration of the instrument.

ICC-4550
The ICC shall have the capability to compare and display selected instrument telemetry parameter values with the expected values. 

ICC-4560
The ICC shall maintain a record of the instrument configuration, including the state of instrument subsystems.  

ICC-4570
The ICC shall provide the capability to maintain a master ground image of the instrument memory.

ICC-4580
The ICC shall provide the capability to compare the master ground image and the instrument memory dump.

ICC-4590
The ICC shall provide the capability to detect, isolate, and resolve instrument failures and anomalies.

ICC-4600
The ICC shall accept from the IST at a minimum the following:

a.
Instrument anomaly notifications and instructions

b.
PI/TL analysis results

c.
Calibration information

d.
Performance data 

ICC-4610
Upon request from the PI/TL, the ICC shall provide the IST with at a minimum the following:

a.
Instrument performance assessment data

6.5.2.3.7
Instrument Data Management Service

6.5.2.3.7.1
Instrument Data Base

ICC-4710
The ICC Instrument Data Base (IDB) shall include at a minimum the following:

a.
Instrument housekeeping data formats

b.
Instrument engineering data formats

c.
Housekeeping and engineering parameter descriptions

d.
Command descriptions

e.
Syntactical rules for commands and operator directives

f.
Operator directives

g.
Display formats

h.
Planning and scheduling definitions and constraints

i.
Analysis algorithms

j.
Report formats

k.
Derived telemetry parameter equations

l.
Parameter limits

m.
Instrument characteristics

n.
Command validation parameters

ICC-4720
The ICC shall maintain the latest two versions of the IDB.  

ICC-4730
The ICC shall have the capability to modify records in the IDB.  

ICC-4740
The ICC shall provide syntax and structure checking of the IDB.

ICC-4750
The ICC shall provide accounting information on the contents of the IDB.  

ICC-4760
The ICC shall generate a report identifying any problems with the contents of the IDB.

ICC-4765
The ICC shall provide the PI/TL at the IST access to any data in the IDB.

ICC-4770
The ICC shall accept updates to the IDB from the IST.  

ICC-4775
The ICC shall provide the EOC with the instrument-specific portion of the PDB and/or updates thereto.  
6.5.2.3.7.2
Instrument History Log

ICC-4780
The ICC shall maintain a history log of instrument and ICC activities for at least 7 days, including at a minimum the following:

a.
All messages sent and received

b.
Engineering and housekeeping data

c.
Operator requests/directives and responses

d.
Commands

e.
Microprocessor loads and dumps

f.
Limits violations

g.
Error conditions

h.
Instrument status data

i.
Executed schedules

j.
Analysis results
k.
Instrument calibration parameters

l.
Spacecraft status information

m.
ICC reconfiguration information

ICC-4790
The ICC shall be capable of extracting data sets from the history log by specifying time and data type.  

ICC-4800
The ICC shall provide a designated DADS with the instrument history log or subsets of the history log and associated metadata.  

ICC-4810
The ICC shall accept storage status from the DADS indicating the success or failure of the storage of the history data.  

ICC-4830
The ICC shall be capable of storing documentation on-line for operator support, including at a minimum the following:

a.
Operator guides

b.
Operational procedures 

6.5.2.3.8
Element Management Service

6.5.2.3.8.1
ICC Scheduling

ICC-6005
The ICC shall have the capability to schedule its systems and communications interfaces that are used for its instrument operations and for other activities including maintenance, upgrade, sustaining engineering, testing, and training.  

ICC-6010
The ICC shall participate in the scheduling of interface and end-to-end tests with the external elements involved including the EOC, the SMC for other EOS elements, and EDOS for MO&DSD data delivery systems.

6.5.2.3.8.2
Operations Configuration Control

ICC-6020
The ICC shall establish its configuration, including functional connectivity within the ICC and between the ICC and external interfaces, for its instrument operations, tests, and maintenance.  

ICC-6030
The ICC shall perform prepass operational readiness tests on the ICC and between the ICC and external interfaces (via test messages).  

ICC-6040
The ICC shall support reconfiguration to work around ICC faults and anomalies without interrupting other ongoing operations.  

ICC-6060
The ICC shall allow operator override for ICC reconfiguration requests that violate operational constraints.  

ICC-6070
The ICC shall manage initialization and shutdown of ICC functions.  

6.5.2.3.8.3
Performance Monitoring

ICC-6080
The ICC shall provide the capability to analyze and report its internal performance at a minimum for the following:

a.
CPU utilization

b.
Processing throughput for plans and schedules and commands

c.
Equipment downtime

d.
Mass storage utilization

e.
Communication resource utilization

f.
Data accounting

6.5.2.3.8.4
Fault Management

ICC-6110
The ICC shall manage its faults, including at a minimum the following:

a.
Fault identification

b.
Log of fault activities through resolution 

ICC-6120
The ICC shall analyze and report the configuration, status, accounting, and performance information received from ICC components.  

ICC-6135
The ICC shall participate in the resolution of failures and anomalies involving the interfaces of the ICC.

6.5.2.3.8.5
Operations Testing

ICC-6140
The ICC shall provide tests for validating, verifying, and checking functional capabilities and performance for ICC functions after the ICC has been repaired or upgraded.  

ICC-6145
The ICC shall provide standard test data sets to be used in the validation of the ICC functions.  

ICC-6150
The ICC shall provide the capability to support the instrument integration test activities associated with the instrument testing, spacecraft and instrument integration testing, and launch site testing.

ICC-6195
The ICC shall provide the capabilities:

a.
To test both nominal operations and failure paths

b.
To log test activities and configuration

c.
To support analysis of test data and the generation of test results

d.
To maintain test procedures and test results

6.5.2.3.8.6
Report Generation

ICC-6210
The ICC shall provide the SMC and the EOC with access to ICC reports.

6.5.2.3.9
User Interface Service

ICC-6510
The ICC shall provide the capability for the operator to control the ICC functions and components, utilizing a combination of input devices.  

ICC-6520
The ICC shall provide the capability for the operator to send to displays, printers, and files spacecraft, instrument, and ground system information used or generated by each ICC function.  

ICC-6525
The ICC shall provide the capability to notify the operator of events and alarms.

ICC-6540
The ICC shall support the use of a high-level interactive control language, which consists of a set of directives and programming-like language capabilities, including at a minimum the following:

a.
Evaluate algebraic and logical expressions

b.
Exercise decision logic (IF statements)

c.
Automated execution of a set of multiple directives (i.e., user interface language procedure)

d.
Internally branch to other parts of the user interface language procedure

e.
Nest user interface language procedures within procedures

f.
Initiate other ICC applications

ICC-6580
The ICC shall provide the operator with the capability to create, modify, and delete user interface language procedures.  

ICC-6590
The ICC shall provide the capability for the operator to define the format and contents of text and graphics displays.  

ICC-6600
The ICC shall respond to user inputs within 0.5 seconds.  

ICC-6620
The ICC shall be capable of updating displays of rapidly changing information at rates of up to once per second.  

6.5.2.3.10

IST

ICC-7005
An IST software toolkit shall be provided to each of the following facilities:

a.
Science Computing Facilities (SCF’s) that directly support instrument 
operations

b.
Spacecraft integration and test facility (CCR 505-01-41-098)

c.
U.S.  JPL ASTER Science Team SCF (505-01-41-140)

d.
GSFC SDVF Flight Software Test Bed (FSTB)
e.
Flight Dynamics System (FDS) in the EOC

ICC-7010
The IST shall have the capability to accept from the ICC and display, in parallel with any current activities in the IST, a notification regarding at a minimum the following:

a.
Conflicts found in planning and scheduling

b.
Arrival of instrument  housekeeping data

c.
Instrument anomalies found during instrument monitoring

ICC-7030
The IST shall have the capability to accept the requested data from the ICC in parallel with current activities in the IST.  

ICC-7050
The IST shall have the capability to provide the ICC with updates to the IDB.

ICC-7060
The IST shall have the capability to accept data from the Science Computing Facility (SCF), which include at a minimum the following data:

a.
Microprocessor memory loads

b.
Changes in the instrument parameters

ICC-7065
The IST shall have the capability to accept data from the spacecraft integration and test facility, which include at a minimum the following data:

a. 
Spacecraft flight software loads  (CCR 505-01-41-098)

ICC-7070
The IST shall have the capability to provide data to the SCF, which include at a minimum the following data:

a.
Microprocessor memory dumps

b.
Instrument analysis results

ICC-7075
The IST shall have the capability to provide data to the spacecraft integration and test facility, which include at a minimum the following data:

a.
Spacecraft memory dumps

b.
Spacecraft analysis reports (CCR 505-01-41-098)

6.5.2.3.10.1
Planning and Scheduling Support

ICC-7210
The IST shall provide the capability to generate a request for an instrument activity and submit it to the ICC.

ICC-7214
The IST shall interface with the ICC to receive notification of request for instrument support activity receipt.

ICC-7220
The IST shall have the capability to request and accept from the ICC planning and scheduling information, which includes, at a minimum, the following:

a.
LTSP and LTIP goals and priorities

b.
Current resource availability information

c.
Current predicted orbit data and related information

d.
Plans and schedules

ICC-7230
The IST shall have the capability to access planning and scheduling functions.

ICC-7240
The IST shall accept from the ICC a request for resolving conflicts identified at the ICC while building or updating plans or schedules for its instrument.

ICC-7250
The IST shall provide the capability to view and evaluate the requests for resolving problems of the instrument plans and schedules.  

ICC-7270
The IST shall provide the ICC with the results of evaluating the plans and schedules (in response to the conflict resolution requests from the ICC).

6.5.2.3.10.2
Instrument Commanding Support

ICC-7290
The IST shall have the capability to request and accept from the ICC at a minimum the following:

a.
Current detailed activity schedule

b.
Instrument commands and memory loads

c.
Instrument command status

ICC-7330
The IST shall provide the capability to review instrument commands.  

ICC-7390
The IST shall have the capability to send instrument microprocessor memory loads to the ICC.

6.5.2.3.10.3
Instrument Monitoring Support

ICC-7430
The IST shall have the capability to request and accept from the ICC at a minimum the following:

a.
Real time instrument housekeeping and engineering data

b.
Real time spacecraft housekeeping data

c.
Derived parameters for its instrument

d.
Instrument performance assessment data

ICC-7460
The IST shall provide the capability to display and process the raw or engineering unit converted instrument engineering data.  

ICC-7500
The IST shall have the capability to analyze instrument housekeeping data to determine the instrument trend.  

ICC-7510
The IST shall have the capability to access any data in the ICC history log.

ICC-7550
The IST shall provide the capability to notify the ICC of any instrument anomalies detected.

6.5.2.4
ICC Performance

ICC-8010
The ICC shall be capable of supporting the following simultaneous activities:

a.
Performing mission coordination, planning, scheduling, monitoring, and commanding of its instruments

b.
At least two of the following: mission test activities, ICC system upgrades, training, and/or maintenance

ICC-8020
The ICC computer hardware shall be able to grow without redesign to twice the processing, storage, and communications capacities estimated for full system operation.  

ICC-8040
The ICC computer processing, storage, and communications capacity utilization shall be less than 50 percent at turnover for operations.  

ICC-8050
The GSFC ICC architecture shall be capable of growing to support additional instruments without major redesign.

6.6 Mission Unique Requirements

FOS-1010
The FOS shall provide the capability to receive, manage and display the AM-1 Solid State Recorder (SSR) trash buffer, and to transfer the buffer to external interfaces, such as the Software Development and Validation Facility. (CCR 505-01-35-045-A)

FOS-1020
The FOS shall provide the ability to communicate with EOS spacecraft via the EOSDIS Ground Stations. (CCR 505-01-30-008)

FOS-1030
The FOS shall provide the ability to interface with the Wallops Orbital Tracking Station (WOTS) to schedule the EOS Polar Ground Stations (EPGS) for routine S-band and X-band support. (CCR 505-01-30-008)

FOS-1040
The FOS shall provide the ability to incorporate EPGS schedule and view period information into the system. (CCR 505-01-30-008)

FOS-1060
The FOS shall provide spacecraft contact schedules to EDOS. (CCR  505-01-30-008)

FOS-1080
The FOS shall receive, process and display EPGSstatus information from WOTS.  (CCR 505-01-30-008)

FOS-1090
The FOS shall receive, process and display spacecraft contact summary reports from EDOS.  (CCR  505-01-30-008)

FOS-1130
The FOS shall check the binary pattern of all outgoing commands against a user-defined, configuration controlled table and halt transmission whenever a match is found.  (CCR  505-01-41-105)

FOS-1140
The FOS shall support AM-1 CERES instrument solar calibrations by  providing the following:

a. 
Accommodate a CERES instrument event for solar elevation of 11 degrees, allowing the instrument operations team to accurately schedule solar calibrations (CCR 505-01-41-147)

b. 
Compute the value of the CERES solar azimuth angle corresponding to the next occurrence of a solar elevation angle equal to –11 degrees (CCR  505-01-41-179)

c. 
Generate a command parameter value using the computed CERES solar azimuth angle for the CERES solar calibration set azimuth commands (CCR  505-01-41-179)

FOS-1150
The FOS shall recognize when the AM-1 absolute time command buffer is filled, then wrap the remaining commands from the 4K partitioned load to the beginning of the buffer.  (CCR  505-01-41-159-A)

FOS-1160
The FOS shall account for a header in the following AM-1 spacecraft and instrument memory dumps.  (CCR  505-01-41-159-A)

a. 
Six word header in FWS dumps

b. 
Six word header in CTIU dumps

c. 
Four word header in MOPITT dumps

FOS-1170
The FOS shall allow individual instrument operations teams to use a specific set of spacecraft commands that are predefined by the flight operations team in their instrument activities and procedures. (CCR 505-01-41-164)

FOS-1200
The FOS shall provide the ability to enforce a selected timing constraint on consecutive stored commands to the same remote terminal (RT), so that each RT can have either a unique predefined constraint or no timing constraint at all.  (CCR  505-01-41-177)

FOS-1210
The FOS shall provide the ability to maintain health and safety of the
CH13

AM-1 and Aqua spacecraft and their respective instruments from a

location physically separate from the primary operations facility.  (CCR 423-01-41-202)
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