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1.0 General Instructions To Respondents

1.1 Deadline for receipt of response shall be no later than close of business February 1, 2002.

1.2 Total number of copies to be submitted is one.

1.3 Point of contact for questions is:

David T. Miller

david.miller-2@ksc.nasa.gov
phone (321) 867-6138

fax (321) 867-6300

1.4 Point of contact to deliver documentation is:

ATTN: David T. Miller

DNX-18

Kennedy Space Center, FL 32899

1.5 Special Instructions for Section 3.0 

1.5.1 Respond to all questions in Section 3.0 in a clear and concise manner.  

1.5.2 Identify relevant standards where applicable.

1.5.3 Include data sheets for all relevant hardware components.

1.5.4 Clearly indicate if a particular product is not generally available (i.e., in beta test or planned for future release) and its projected availability timeframe.

1.5.5 The evaluators of this RFI are particularly interested in the video hardware and software components of the system (e.g., encoders, decoders, Set Top Boxes (STBs), Electronic Program Guide (EPG) software implementations).  In addition, end-to-end architecture proposals and/or details on implementation approaches which enable a particular vendors solution to be utilized in an end-to-end system are also of interest (e.g., partnerships with companies; examples and/or references of existing systems that utilize one companies encoders or STBs with other companies middleware for an end-to-end solution). 

2.0 RFI Background

2.1 Scope 

The purpose of this RFI is to obtain information on developing a high-quality (DVD quality MPEG2 or comparable) digital engineering video distribution system for private use at KSC.  The system shall be analogous to a private digital cable TV system supporting a given number of channels to users dispersed throughout KSC.  Vendors that supply systems and/or system components that support the construction of such a network are invited to respond to this RFI.  System components including head-end equipment (MPEG2 encoders, DVB-ASI to IP or ATM multiplexers, management, etc.), transmission systems (HFC, DSLAMs, etc.), MPEG2 decoders and STBs, and middleware (e.g. connection control servers, electronic program guide servers) are of interest.  

2.2 Background

Video is used extensively at Kennedy Space Center (KSC) for shuttle and payloads processing. In addition, launch video plays a critical role at KSC. A large number of high quality video feeds originate at the Launch Pads, Shuttle Landing Facility, Orbiter Processing Facilities, and Vehicle Assembly Building and are acquired in the Launch Control Center (LCC).   Many of these video feeds are distributed to various users around KSC using the Wideband Transmission  System – Fiber (WBTS-F). The WBTS-F performs this task by dedicating a fiber for two baseband video feeds and utilizes Fiber Optic Terminal Equipment (FOTE) on either side to convert the electrical signal to optical and then back again.  The video that is transmitted over WBTS-F is of very high quality, however the WBTS-F does not support the upcoming digital standard and it utilizes many fiber resources for distribution (1 fiber for two point to point video links).  There exists a need to distribute high quality digital engineering video at KSC while conserving the fiber resources allocated to this task. 

The Engineering Development Contractor, Dynacs Inc., was approached by the NASA Shuttle Operations Directorate to investigate new ways in which local Shuttle video could be distributed around Kennedy Space Center.  The contractor has been investigating various systems that utilize STB decoder solutions as a means of creating an economical one-to-many digital video distribution system to the existing monitors, although any alternative approaches are also of interest.

2.3 System Objectives  

The video distribution system shall meet the following objectives:

2.3.1 The system shall interface to KSC equipment as depicted in Figure 1.  Each “channel” of video is sourced as a baseband Serial Digital Interface (SDI) stream originating from an existing video switch or distribution amplifier and will be the input source for any encoders of the system.  End-user interfaces are video monitors that accept baseband S-Video or baseband NTSC composite signals.

2.3.2 The system shall service users at KSC facilities as listed in Tables 1, 2 and 3.

Table 1.  LC-39 Area Facilities Serviced by System

	LC-39 Area

	Facility Name
	Number of Users in Facility
	Distance From VABR (km)

	VABR
	10
	0

	LCC
	10
	1

	OPF1/2
	10
	.6

	OPF3
	10
	1

	PCRA
	10
	7

	PCRB
	10
	8

	LACB
	10
	3.6


Table 2.  CCAFS Area Facilities Serviced by System

	CCAFS Area

	Facility Name
	Number of Users in Facility
	Distance From XY (km)

	XY
	10
	0

	Hangar AE
	10
	3.2


Table 3.  Industrial Area Facilities Serviced by System

	Industrial Area

	Facility Name
	Number of Users in Facility
	Distance From CDSC (km)

	CDSC
	10
	0

	CIF
	10
	.9

	HQ
	10
	1

	MOSB
	10
	3.9

	VPF
	10
	4.6

	O&C
	50
	2

	SSPF
	50
	3.8

	MILA
	10
	5.5

	EML
	10
	.6

	Spaceport USA
	10
	2.6

	MPPF
	10
	4.4

	SAEF
	10
	3.7

	EDL
	10
	2.6

	LETF
	10
	3

	Training Aud.
	10
	1.5

	EHF
	10
	2.4


2.3.3 The system shall support a minimum of 25 program streams or “channels’.  The system shall be capable of scaling to 100 channels in the future with additional hardware.

2.3.4 The system shall provide an Electronic Program Guide (EPG) for dynamic channel selection by end user.  The EPG shall, as a minimum, identify the KSC video source by channel number and brief description.  Upon user selection, the new channel shall be displayed on the monitor.

2.3.5 Video quality shall be encoded at a minimum of DVD quality MPEG-2 (full D1) video or better. 

2.3.6 The system shall support real-time (<1 sec latency) transmission of video feeds with synchronized audio.

2.4 System Assumptions 

The following assumptions may be made regarding the KSC infrastructure:

2.4.1 Assume fiber currently exists between all KSC facilities.

2.4.2 Existing Ethernet Networks.  KSC communications systems currently consist of a variety of technologies and systems.  The existing institutional Ethernet backbone is currently unable to support video and any Ethernet implementations must assume that a separate Ethernet video network will be established to provide the video service.  Any Ethernet system implemented for digital engineering video distribution must be separate from institutional data requirements to support configuration freezes during launch and testing.  Respondents shall indicate whether an Ethernet network is required and whether any special or unique requirements are associated with the network.  Any pricing estimates may omit the cost of the underlying Ethernet network (e.g., switches and routers) as this will be determined by the reviewers independent of the other video network components.

2.4.3 Existing ATM Networks.  An operational network based on ATM technology currently exists at KSC and may be utilized for video distribution if so desired.  The existing ATM core is depicted in Figure 2.  Respondents shall indicate whether an ATM network is required and whether any special or unique requirements are associated with the network.  Any pricing estimates may omit any costs associated with utilizing the existing ATM network (e.g. ATM interfaces) as this will be determined by the reviewers independent of the other video network components.

2.4.4 Other Transport Systems.  Transport systems other than or in addition to ATM or Ethernet  (e.g., HFC, VDSL or proprietary) should include a complete description of the transport components required and their associated costs.  



3.0 Questions for Respondents

3.1 Head-End (encoders, multiplexers, etc.)  

3.1.1 Does encoder support SDI input interface? (If not, how will SDI be supported?)

3.1.2 What transport interfaces does encoder support?

3.1.3 Does encoder support encoding of full D1 video?

3.1.4 What MPEG2 data rates are supported by the encoder?

3.1.5 What is the average and maximum latency of the encoder?

3.1.6 Does administrator have control over encoder GOP structure?

3.1.7 Please provide list pricing for the required components.

3.2 Transport System 

3.2.1 What is the underlying transport for the system?

3.2.2 Are there any special or unique requirements for the transport system?

3.2.3 If Ethernet is utilized - 

3.2.3.1 How will video Quality of Service be preserved by the system?

3.2.3.2 Can data and video co-exist without degradation to video quality?

3.2.4 If ATM is utilized –

3.2.4.1 What ATM Adaptation Layer (AAL) will be used to encapsulate data?

3.2.4.2 Will Permanent Virtual Circuits (PVCs) or Switched Virtual Circuits (SVCs) be utilized?

3.2.5 If IP is utilized (over Ethernet, ATM, etc.) – 

3.2.5.1 How is the MPEG 2 video encapsulated in the IP packets?

3.2.5.2 Is IP multicast utilized?

3.2.5.3 Is IGMP supported by the decoders and/or STBs?

3.2.5.4 Is Differentiated Services supported by the system?

3.2.6 Please specify number and type of components necessary (with the exception of Ethernet and ATM components).

3.2.7 Please provide list pricing for the required components (with the exception of Ethernet and ATM components).   

3.3 STBs and/or Decoders 

3.3.1 What physical interface(s) are available for the digital video network interface?

3.3.2 What physical interface(s) available for monitor interface?

3.3.3 What are the physical dimensions of device?

3.3.4 What is the average and maximum latency of the video stream decoding?

3.3.5 How does the box obtain its configuration upon boot up?

3.3.6 What happens to the device in the case of a temporary loss of power?

3.3.7 What happens to the device in the case of a connection failure to the EPG server or connection control server?

3.3.8 What types of user controls are available (e.g., keyboards, front panel controls, IR or RF remote controls, web interface)?

3.3.9 What types of administrative interface is available?

3.3.10 What OS is used on the platform?

3.4.1.1 Is the platform open for custom application development?  If so, what Software Developer Kits are necessary for customizing the application, what platforms do they run on, and how much do they cost?

3.3.11 Please provide the list pricing for the required components.

3.5 Support Services & Middleware (System Management, Connection Control, EPG)

3.5.1 Identify all external servers and their associated functionality that are necessary to control and manage the system. 

3.5.2 Regarding Connection Control  - 

3.5.2.1 Please explain the control sequence utilized to allow an end station to dynamically change to a new channel.  Identify all system services required to make this change and their functionality (e.g., for VDSL, perhaps a control server receives a request for a new channel from the decoder and it sends a message to the DSLAM to tear down an old PVC from the previous channel and establish a new PVC to the new channel for the port attached to the decoder).

3.5.2.2 What happens to the device in the case of a temporary loss of power?

3.5.2.3 Is there a means to make this functionality redundant/fault tolerant?

3.5.3 System Management

3.5.3.1 How are new end users added, modified, or removed from the system?

3.5.3.2 Identify system configuration tasks. 

3.5.3.3 Identify any external system management servers required to manage the system.

3.5.3.4 What happens to the management system in the case of a temporary loss of power?

3.5.3.5 Is there a means to make this functionality redundant/fault tolerant?

3.5.4 Regarding EPGs –

3.5.4.1 How are programs added, modified, or removed from the EPG?

3.5.4.2 How many programs are supported by the system?

3.5.4.3 Please explain how the end stations (decoders/STBs) obtain the information to generate an EPG and identify any external services required to obtain this information.

3.5.4.4 Does the system allow certain end-users to be restricted from viewing a subset of programs and/or provide unique EPG information to each end-user?

3.5.4.5 Explain the extent of administrator and/or programmer expertise to develop a custom channel guide suitable for our application (i.e.,  how does one associate the program source address with the program channel number and description to develop a program guide which our users can select from).  If any custom programming tasks are involved, what programming languages are utilized and identify the API’s that the programmer will need to work with.

3.5.5 Regarding Custom Application Development – 

3.5.5.1 Is the server platform(s) open for custom application development?

3.5.5.2 What programming language(s) are necessary for application customization?

3.5.5.3 Briefly identify/describe the API’s available for programmer development?

3.5.5.4 What Software Developer Kits are necessary for customizing the application, what platforms do they run on, and how much do they cost?

3.5.6 Please provide list pricing for the required components.

3.6 General

3.6.1 Identify any key characteristics that distinguish the identified system or components from competitive approaches.

3.6.2 If a product website exists, please provide the URL.

3.6.3 Are the products available for purchase through GSA schedule, NASA SEWP contract, or other government procurement contracts?  

3.6.4 Briefly explain how the system could be scaled from 25 to 100 channels and identify any key system components that would be required to be upgraded.

Figure 1 - System Interfaces  
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Figure 2 - Existing ATM Core Network














