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1. Introduction & Background  

1.1. Purpose & Scope
The Kennedy Space Center, in support of NASA’s Constellation Program, is conducting an assessment of key technologies for the next generation Launch Control System (LSC).  The LSC will be used to perform checkout, control, and monitoring of spacecraft, launch vehicles, and ground support equipment during prelaunch processing and launch countdown of spacecraft being launched from the Kennedy Space Center (KSC) after retirement of the current Space Shuttle fleet.  A key subsystem of the LCS will be the System Monitoring & Control (SMC) subsystem will be used to configure, load, monitor, and control LCS hardware and software.  The SMC subsystem is the subject of this Request for Information (RFI).
1.2. RFI Objectives
The principal objective of this Request for Information (RFI) is to assess how much vendor supplied functionality meets SMC system requirements.  This information will be used to characterize the cost benefit of using vendor functionality.
1.3. SMC Overview
The goal for the LCS SMC subsystem is to provide configuring, loading, monitoring, controlling and fault recovery of distributed heterogeneous networked devices (such as servers, workstation, switches and firewalls) running COTS, MOTS and in-house developed software applications.  The SMC is to provide LCS engineers with a centralized console interface for managing LCS Control Room hardware and software during pre-launch processing and launch countdown of spacecraft.

2. Instructions for Responding to this RFI 


2.1. Issues to be Addressed
In order to meet the objectives of this RFI certain key issues need to be explicitly addressed. These include, but are not limited to:

2.1.1 Systems Architecture

Since the architecture is the key to developing and operating a complex system, your response should address what particular system architecture(s) would be most appropriate for this application.

2.1.2 Major Technology Drivers & Design Philosophy

NASA is interested in learning what technologies, both new and established, would be most applicable and what overall design philosophy would be most effective given the long potential life cycle of the system. 

2.1.3 Customer Application Examples

Please describe your prior work in system management or related system design particularly regarding scale, technology sophistication and, if applicable, systems that you have developed for other customers.
2.2. Who May Respond
Any organization experienced in high availability and high reliability management systems may respond to this RFI.  This solicitation for information will be posted on the Federal acquisition web site FedBizOpps.  Selected management system companies will be specifically invited to respond.  The Federal acquisition web site is at http://www.fedbizopps.gov/.
2.3. How To Respond
A written response to this RFI should be provided to Contract Specialist Gloria McIntosh at email address: gloria.a.mcintosh@nasa.gov by the date indicated below.  Responses may be provided via mail or email or both.  Responses in electronic format (e.g. PDF, Word, PowerPoint, etc.) are preferred.
2.4. Partial Response

Organizations that are not able to provide a comprehensive response to all areas of this RFI, but which may have information about one or more key technologies that should be considered in an overall solution, are encouraged to provide a partial response which may only address selected topics relevant to this RFI.
2.5. Schedule
2.5.1 Intent to Respond
Organizations that intend to provide a written response to this RFI are requested to notify the KSC Contracting Officer not later than February 27th, 2009.   However, a failure to provide such notification does not disqualify any organization and all interested parties are invited to submit a response by the response date indicated below.
2.5.2 Response Date
Responses to this RFI should be submitted to the KSC Contracting Officer not later than March 13, 2009.
2.6 RFI Response Contact
The KSC Contracting Officer who will serve as the primary point-of-contact for responses to this RFI is as follows:
2.7 Distribution of RFI Responses
Distribution of responses to this RFI will be exclusively within NASA and its Contractor support on the Constellation Program.  No public distribution of the responses will be made.  All information obtained through this RFI will be used internally as part of NASA’s evaluation of key technologies in support of development of the Launch Site Command & Control System.
2.8 Reimbursement
This document is for information and planning purposes only.  It is not to be construed as a commitment by the Government nor will the Government pay for the information submitted in response. Respondents will not be notified of the results of this evaluation.
2.9 Questions Regarding this RFI
All questions regarding this RFI should be directed to the KSC Contracting Officer identified above.
2.10  Review Process
Once all responses to this RFI have been received, NASA will conduct an evaluation of the responses over the course of approximately 30 days.  Recommendations reflecting the results of the evaluation will be provided exclusively to LCS stakeholders at KSC.  These recommendations will remain internal to NASA and its Constellation support contractors.
3. Information Requested - System Description & Capabilities
In order to meet the objectives of this RFI pleased provide the following items:
3.1  Technical Documentation

Provide technical documentation describing overall COTS management system solution that includes data sheets on software products, high level functional diagrams, architecture diagrams, and deployment diagrams.

3.2  Software Products

Provide a listing of specific management system product(s) for which your company is providing this response.  If additional product(s) are utilized to address specific functional requirements, clearly identify this information in the functional requirements response.
3.3  Functional Requirements

Confirm which monitoring, management and performance requirements listed below are capable of being supported by your management system solution.  Provide additional information as necessary to clearly address each functional requirement listed. 
3.3.1 Monitoring Requirements
1. Support SNMPv1, SNMPv2c & SNMPv3

2. Support import and querying using 3rd party SNMP MIBs.

3. Collect MIB Object data via custom expressions (e.g. utilization calculations).

4. Support variable polling intervals for collecting MIB Object data. Please identify the minimum polling interval supported (e.g. 1 sec).
5. Provide the capability to store collected MIB Object data for historical purposes.

6. Generate threshold and rearm event messages based on real-time MIB Object data collections.

7. Threshold and rearm collection expression supports the following parameters:

a. fixed values

b. statistical values

c. consecutive samples

d.  MIB Object instances (1 to many)

e. nodes (all or specific)

8. Trigger execution of external programs based on threshold and rearm events

9. Generate event messages when SNMP requests fail.

10. Display customized graphical displays of real-time and historical MIB Object data collected

11. Receive SNMP Traps.

12. Generate event messages based on SNMP Traps received.

13. Trigger execution of external programs based on SNMP Traps received.

14. Capability to customize event messages generated from SNMP events (MIB Object data or Traps).

15. Monitor connectivity of networked devices using ICMP requests (i.e. ping).  Please identify minimum ICMP polling interval supported (e.g. 1 sec).
16. Display network topology maps that include all networked devices (such as servers, workstations, firewalls, switches, routers, printers, etc.).

17. SNMP software stores all event messages on a centralized server.

18. Support server monitoring with agent software.

19. Agent uses local policies and programs to define monitoring on a server.

20. Agent supports the following interfaces:

a. SNMP Trap Interface: receive and process traps via MIB Object Identifiers (OIDs)

b. Log File Interface: monitor log files with a variable interval (including 1 second)

c. Monitor Interface: execute monitor programs with a variable interval and receive (integer and string type) return data from monitor program.  Please identify minimum variable interval allowed (e.g. 1 sec). 

d. Command Interface: execute external programs when commanded from  (1) vendor provided remote console GUI or (2) custom programs running on server.

e. Message Interface: receive event messages from external programs.

21. Agent policies provide threshold, rearm, and text expressions for analyzing event data received by agent interfaces.

22. Agent policies generate event messages and provide the capability to customize event messages.

23. Agent software stores all event messages on a centralized server.

24. Agent/Server communications is capable of supporting a well-known secure transport protocol (e.g. HTTPS, SSH).
25. Agents supported on AIX, Solaris and Linux Operating Systems.

26. Agents supported on IBM p5/6 570 Logical Partitioning (LPARs) 

27. Agents supported on SUN M8000 Containers

28. Agents supported on UNIX RISC and x86 multi-CPU computers

29. Support standalone agent software installations

30. Support standalone agent policy and program installations
3.3.2 Management Requirements
1. Support server software (i.e. centralized server) on low to medium UNIX Servers (e.g. Sun T1000 platform).

2. Provide out of the box agent policies and monitor programs for well-known OS events (e.g. performance, faults, errors, warnings).

3. Event message contain the following minimum attributes:  message text, timestamp, hostname, application, and severity level.

4. Management software monitors the health and status of itself and integrates internal event messages transparently with all other types of event messages.

5. Provide Application Program Interfaces (APIs) with the capability to integrate in-house developed software into the COTS management software architecture.  Please identify if APIs exist for interfacing to the server, agents, and/or user displays.    

6. Support redundant collection servers.

7. Support event tracking, escalation, and resolution mechanisms.

8. Support data archive and recovery mechanisms.

9. Support the following correlation mechanisms: 

a. event correlation

b. duplicate message suppression

c. state-based message correlation

10. Support Role Based Access Control (RBAC)

11. Support external authentication systems (e.g. UNIX Pluggable Authentication Modules).

12. Display all event messages (from SNMP, Agents and Server software) in a single event message browser. 

13. Support a remote system management console graphical user interface (GUI) that runs on Linux and Windows.

14. Remote console GUI provides an event message browser with the following features:

a. distinguish between active and historical messages

b. support message acknowledgement, ownership, and escalation

c. display color coded severities

d. provide message instructions

e. provide message actions

f. provide sorting, exporting and printing

15. Remote console GUI  provides the capability to manually command remote agents to execute external programs.
16. Remote console GUI provides the capability to develop custom node displays that will graphically indicate the current state of node based on event message severity data (e.g. CRITICAL, MAJOR, MINOR, NORMAL).

17. The system provides the capability to derive and track application specific states of nodes making up LCS.  Examples of such custom states might include DISABLED, TEST, LOADING, OPERATIONAL, and FAIL and current state would be derived from event messages.
18. Remote console GUI provides the capability to develop displays that will graphically indicate the custom LCS service states of individual nodes.
19. The system provides the ability to correlate the custom LCS service states to determine the aggregate state of the system based on user defined rules (e.g., if all systems OPERATIONAL then LCS service is OPERATIONAL).  

20. Remote console GUI provides the capability to support non-managed nodes in custom displays and shall be capable to graphically indicate state of non-managed nodes based on event severity messages.  
3.3.3 Performance Requirements
1. No loss of capability during a single collection server failure while supporting redundant collection servers.    
2. Redundant collection servers will have the capability to perform a switch-over in less than 5 seconds.  If agent event messages and/or agent commanding capabilities are not re-established within the 5 second switch-over delay then please identify and explain the additional delays.
3. No loss of event messages during communication interruptions or failures between agent and collection server.  
4. Event messages will be displayed on the remote console GUI with visual verification in less than 3 seconds from the time the event was detected by the management software (e.g. agents).
5. Support a message storm prevention mechanism.
6. If available, please provide statistics regarding the expected number of event messages per second the system can support. 
3.4   Cost 

Provide an estimate on cost of ownership.
· Licensing model 

· Initial cost of product 

· Annual maintenance costs

· Training costs

· Consulting costs
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Active event message are event messages that contain an active display status that has not been acknowledged by the operator.   

Duplicate message suppression increments a duplicate counter on the first occurrence of the message and suppresses the display of the duplicate message.     

Exception is an unexpected behavior or state of a monitored item (HWCI/CSCI).  Faults, failures, errors, and non-conformances are examples of exceptions.  

Event Message contains a health and status occurrence such as an exception, notification, warning, state change, or performance threshold.

External Programs are software developed in-house or sold by an entity other than the original vendor of the COTS Management Software.

Historical event message are event messages that contain a log-only display status or an active display status that has been acknowledged by the operator.   

Management Information Base (MIB) stems from the OSI/ISO Network management model and is a type of database used to manage the devices in a communications network. It comprises a collection of objects in a (virtual) database used to manage entities (such as routers and switches) in a network.

Managed Node is a networked device (such as a workstation, server, switch, router, printer, etc.) that is running an agent (proprietary or SNMP) in order to monitor and control that device.

MIB Objects are one of any number of specific characteristics of a network-attached device.  MIB Objects are accessed using SNMP.

Non-managed Node is a networked not running an agent or a non-networked device (e.g. management system has no network connectivity).
Processed Event Message is the event message text created from the information found in the original event message or data collected from the managed device.

Role Based Access Control (RBAC) is the method of regulating access to a computer based on the roles of individual users within an enterprise. In this context, access is the ability of an individual user to perform a specific task, such as view, create, or modify.  Roles are defined according to job competency, authority, and responsibility within the enterprise.

Severity Level is a value representing a priority (e.g. notification, warning, error, and critical) assigned to an event message.

SNMP Server is application software that collects MIB Object data stored on network-attached devices via SNMP and display event messages based on the analysis of Management Information Base (MIB) Object data collected.  SNMP Server also monitors for SNMP Traps and displays event messages based on the SNMP Trap Object message text defined in the MIB.

SNMP Traps are used by network-attached devices to asynchronously report events to the Management Server.  When certain types of events occur, a managed device sends a SNMP Trap to the Management Server.

Agent Policies are agent software configurations that define policy actions and policy conditions agent must conform too.

Agent Programs are programs executed by agent software.  These programs also make up the agent software configuration. 

State-based message correlation displays a maximum of one event message per managed object.  This message reflects the current status of the object.  For example, if a CPU threshold is exceeded and then later falls below the threshold, one message is generated indicating the violation and the subsequent message indicates back-to-normal, which automatically acknowledges the previous threshold exceeded status. This automatically keeps the operator up-to-date with the current health status of the CPU monitored object for the managed node and reduces the volume of messages within their responsibility.

Syslog is a client/server-type protocol: the syslog sender sends a small textual message (less than 1024 bytes) to the syslog receiver.  COTS Operating Systems on Computers, Switches and Firewalls use Syslog to log health and status event messages.
Transport protocol responsibilities include end-to-end message transfer capabilities independent of the underlying network, along with error control, fragmentation and flow control.  End to end message transmission or connecting applications at the transport layer can be categorized as either: Transmission Control Protocol (TCP) or User Datagram Protocol (UDP).
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