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I3P Acquisitions

1.1 Introduction and Overview
To fulfill NASA’s requirements for infrastructure improvement the Agency has directed the Office of the CIO (OCIO) to implement a program for providing more reliable and efficient Information Technology (IT) services. 

As a result, NASA’s OCIO established a major information technology (IT) improvement initiative in 2007, the IT Infrastructure Integration Program (I3P).  Through I3P, the NASA OCIO intends to partner with industry to transform the way IT services are delivered and managed across the Agency.

The I³P strategy includes consolidating service demand across the Agency and working with trusted sourcing partners to deliver standardized, stable, secure, cost effective and high quality IT infrastructure and Enterprise Applications services to the NASA user community. 

Specifically, the NASA I³P strategy intends to achieve the following benefits:

a. Enable Agency-wide  collaboration through a seamless IT infrastructure;

b. Significantly reduce operating costs;

c. Reduce the complexity of managing IT services across the Agency; and,

d. Improve IT security across the Agency’s mission environment.

In addition, the Agency intends to use this improvement initiative to enable a more process-aligned service delivery model across the scope of I3P.  This will be accomplished in part by the adoption of the IT Infrastructure Library (ITIL) framework. NASA expects selected IT Contractors to demonstrate their capabilities through the application of ITIL processes, specifically ITIL Version 3.0.

1.2 Concept of Operations

Central to NASA’s I3P initiative is the recognition that responsibility for major elements of the Agency’s ‘As-Is’ IT environment, which is currently supported by a variety of independent Agency- and Center-based contracts, will be consolidated into a smaller number of integrated Agency-wide I3P Contracts.  Operations and service delivery must remain stable throughout phase-in periods (i.e. transition) to assure that NASA customers do not experience disruption to business operations. 

NASA further expects that I3P Contractors will work with the Agency and with each other, in a collaborative and cooperative manner as prescribed by defined processes and assigned roles and responsibilities to transform NASA’s fractured IT infrastructure and enterprise applications service delivery capabilities into a highly consolidated, integrated and secure IT Service Management (ITSM) environment.    

The OCIO plans to manage this transformation through the I3P acquisition strategy according to the following four key IT principles:

a. Mission Enabling:  IT at NASA serves to achieve NASA’s mission;

b. Integrated:  NASA will implement IT that enables the integration of business (mission) process and information across organizational boundaries;

c. Efficient:  NASA will implement IT to achieve efficiencies and ensure that IT is efficiently implemented; and,

d. Secure:  NASA will implement and sustain secure IT solutions.

1.3 I³P Success Criteria

Successful implementation of the NASA I3P vision will result in significant benefits to the Government.  Specifically, NASA envisions a “To-be” state characterized by the following criteria: 

a. NASA systems can be seamlessly deployed, utilized and secured across Center boundaries;

b. NASA consistently invests in the right IT solutions that provide the greatest benefit to the NASA mission;

c. NASA information is accessible, integrated, and actionable;

d. A reliable, efficient, secure and well-managed IT infrastructure is in place that customers rely on rather than compete with; and,

e. CIOs are seen as credible, trusted partners in solving business problems

1.4 Scope and Boundaries of Contracts

NASA spends approximately $1.8 billion dollars annually on Information Technology. Today, much of the infrastructure supporting NASA is decentralized including operations at NASA Headquarters, all ten NASA field Centers, and associated component locations.  There are major challenges in IT management associated with a decentralized IT organization, such as lack of sufficient visibility into IT spending, inability to achieve economies of scale, inconsistent IT governance and numerous information security challenges.  

NASA is consolidating IT service demand, transforming service delivery, aligning IT management and enhancing IT security through I³P. The five acquisitions making up I3P include the following enterprise services:

a. ACES (Agency Consolidated End-user Services): End-User Services – to include NASA desktops, cell phones, Personal Digital Assistants (PDAs), Agency-wide Active Directory, e-mail and calendaring functionality;

b. NICS (NASA Integrated Communications Services): Communications Services –  to include data, voice, video, LAN and WAN services;

c. NEDC (NASA Enterprise Data Center): Data Center Services – to include application/data hosting and housing;

d. WEST (Web Enterprise Service Technologies): Web Services – to include public-facing website hosting and applications; and,

e. EAST (Enterprise Applications Service Technologies): Enterprise Applications Services – to include applications services associated with the NASA Enterprise Applications Competency Center and Agency-wide collaboration services including NASA’s Identity, Credentialing, and Access Management (ICAM) in addition to new intranet environments and applications.

Today, these services are provided under four Agency-wide service contracts and many additional Center IT Infrastructure contracts.  Some of the existing contracts are identified in the Tables below. 

	Location
	Contract Name
	Contract Number
	Contractor

	HQ/OCIO
	NASA Web Portal Services
	GS-35F-0627P
	eTouch

	MSFC
	Unified NASA Information Technology Services (UNITeS)
	NNM04AA02C
	SAIC

	MSFC/GRC
	Compusearch Software Systems (CSS), Inc  (PRISM/CMM)
	NNC05QA95D
	CSS, Inc.

	NSSC
	Outsourcing Desktop Initiative for NASA (ODIN)
	NAS5-98145
	Lockheed Martin Govt. Services

	NSSC
	Outsourcing Desktop Initiative for NASA (ODIN)
	NAS5-98144
	Lockheed Martin Govt. Services/OAO


Table 1: Current Agency-wide Contracts
	Location
	Contract Name
	Contract Number
	Contractor

	ARC
	Ames-Consolidated IT Services Task Order (ACITS)
	NNA04AA18B
	QSS Group

	DFRC
	Research Facilities and Engineering Support Services (RF&ESS)
	NAS4-00047
	Arcata Assoc.

	GRC
	Professional, Administrative, Computational and Engineering Support Services (PACE III)
	TBD
	TBD – In final stages of SEB

	GSFC
	Business Application and Sustaining Engineering (BASE)
	NAS5-02038
	Indus

	HQ
	Headquarters Information Technology Support Services (HITSS)
	NNH06CC93B
	InDyne

	JSC
	JSC Enabling Technology and Security (JETS)
	NNJ04JA53C
	MEI Technologies

	JSC
	JSC Information Management and Media Services (JIMMS)
	NNJ04JA52C
	Tessada

	KSC
	Information Management and Communication Support (IMCS)
	NNK08OH01C
	Abacus Technology

	LaRC
	Consolidated Information Technology Services (CONITS)
	GSA GS-00T-99-ALD-0209
	Raytheon

	MSFC
	United NASA Information Technology Services (UNITeS)
	NNM04AA02C
	SAIC

	NSSC
	NASA Shared Services Center (NSSC)
	NNX05AA01C
	CSC

	SSC
	Information Technology Services (ITS)
	NNS04AB54T
	CSC


Table 2: Current Center IT Infrastructure Contracts (Partial List)

The figure below represents how today’s Agency-wide and Center IT infrastructure and support services contracts map into the I3P acquisitions.  The diagram is intended to represent the concept only and not specific contract scope decisions which are specified within the RFPs for each of the individual contracts.
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Figure 1:  Concept of mapping current Agency and Center contracts to I3P contracts
1.5 Client Facing and Support Services Contracts

ITIL defines client facing services as services that are delivered to end-users of the business (e.g., email, billing, etc.).  Support services are defined as services necessary to support the operation of the delivered service (e.g., data center services, managed network service, etc.).  
The relationship between Client Facing (Core) Services and Supporting Services is depicted in diagram below.

[image: image3]
Figure 2:  Relationship between client facing and supporting services
While all I3P contracts will provide some level of client-facing service delivery, for the purposes of general discussion, NASA’s I3P contracts are classified as client facing or support service contracts as follows:
· Client Facing Contracts: 

1. ACES – End-user services

2. EAST – Enterprise application services 

3. WEST – Web services

· Support Service Contracts:

1. NEDC – Data center services

2. NICS – Communication services
1.6 Cross Functional and Collaboration Activities

Each of the five acquisitions includes a Performance Work Statement (PWS) consisting of defined work activities and Contractor requirements specific to each of NASA’s five independent service contracts.  These PWS’s also define roles and responsibilities for the Contractor as they relate to NASA’s requirements.
In addition to service-specific performance work statements, there are a number of Contractor work activities and responsibilities that cut across all five I3P contracts.  These Cross-Functional Performance Work Statement (CF-PWS) appendices are common to each of the procurements and define NASA’s expectations for synchronization of effort and solution integration across NASA and multiple contracts supporting the I³P initiative.  
Consistent application of these cross functional requirements is central to NASA’s desire to standardize processes using the ITIL Version 3.0 framework and is essential to an effective, integrated enterprise service delivery. 

1.7 Cascading Service Level Agreement Requirements

Service Level Agreements (SLAs) are an important aspect of NASA’s service-based organization and the I3P acquisitions. An SLA specifies the level, scope and quality of a service that will be provisioned, from the business customers’ perspective.  The SLA clarifies how the service provision will be measured, and the penalty to be exacted if the service is not delivered to the agreed level of service.  To provide effective and responsive IT services across the enterprise, NASA intends to manage service levels that cascade across multiple contracts.
Service delivery under the NASA I3P program will require the involvement of multiple providers to meet the SLAs established by the NASA business customer and providers are expected to work together in the best interest of NASA as described in Section 3.  The diagram below depicts how an SLA will be segmented into independent Contractor service levels.  Contractor-specific service levels are specified in the Service Level Matrix section of each of the five RFP’s.


[image: image4]
Figure 3 SLA Integration Concept
In the example diagram above, the SLA for restoration of service to the customer for a Severity 1 issue is two hours.  The Enterprise Service Desk (ESD) would have a maximum time of fifteen minutes to escalate the call to the appropriate Tier 2 Contractor.  At that point, as specified in the Tier-2 contractor SLA, the Tier 2 Contractor would have a maximum of one and a half (1.5) hours to correct the problem and restore service before assigning the incident back to the ESD for call closure.  After Tier 2 has reassigned the incident to the ESD, the ESD would again have a maximum of fifteen (15) minutes to verify service restoration with the customer and close the call.  The sum of the ESD and Tier 2 Contractor SLAs (15 minutes + 1.5 hours + 15 minutes) would equal the customer Service Level (2 hours).  In this example, only one Tier 2 Contractor is involved with the service restoration, but in some cases multiple Tier 2 providers may be involved.  I3P Enterprise Service Management leadership will coordinate service restoration efforts that span multiple providers.  In all cases, Tier 2 providers are accountable only for the service level agreements specified within their individual contract.  The service levels for each Contractor involved in the incident are designed to ensure that the overall NASA SLA with the end-user is achieved.
2 IT Service Management:  Organization and Governance within NASA
2.1 Introduction and Overview

NASA is transforming the Agency’s IT infrastructure and applications services environment through I³P.  This transformation requires changes in the way NASA manages IT across the Agency including the need to define and clarify roles and responsibilities within the NASA IT organization to assure success of the I³P initiative.
As with most organizations, the NASA IT organization is continually changing and maturing to better meet the evolving needs of the customer base it serves.  This section outlines the roles and responsibilities across the IT organization within NASA. Two new elements are defined to support the transformation that is underway, including the establishment of enterprise service management (ESM) functions within the Agency CIO organization and the creation of Service Integration Management (SIM) within the Agency CIO’s Architecture and Infrastructure Division. Contractors providing IT services to NASA are expected to establish appropriate roles and responsibilities in support of NASA’s IT Service Management (ITSM) vision as described in this section.

2.2 The NASA IT Organization:  Roles and Responsibilities

The NASA CIO established the Information Technology (IT) Infrastructure Integration Program (I3P) and is responsible for overall direction and leadership of the program, within the larger context of NASA’s IT organization.  Before discussing the NASA IT Organization, it is important to understand the charter and purpose of I3P:
I3P Charter: Provide a NASA Enterprise service support environment that optimizes the Information Technology Infrastructure Library (ITIL) best practice processes for implementing formal Information Technology Service Management (ITSM).
I3P Purpose: The I³P initiative seeks to standardize NASA’s IT service management practices, align with industry best practices (e.g., ITIL), and yield a set of consistent, repeatable and measurable processes for service delivery to NASA OCIO customers.  
The NASA IT organization is comprised of multiple elements serving Agency, Mission, and Center customers and organizations.   The elements of the NASA IT organization are defined below, including an overview of the roles and responsibilities of each part of the organization.

2.2.1 Agency CIO

The NASA CIO is accountable for all aspects of IT within NASA as well as for the overall leadership of the NASA IT organization including the establishment of strategy, enterprise architecture, and operational policies and standards to support the NASA mission.  To accomplish these functions, the NASA Office of the CIO is organized into 4 divisions including Architecture and Infrastructure, Enterprise Portfolio Management, IT Security, and Policy and Investments.  Within this structure the NASA CIO has also established functions associated with Service Engineering and Integration (SE&I), Project Executives (PEs), and Service Integration Management (SIM).  Through integration with the SIM, the NASA Enterprise Service Desk (ESD) provides critical integration functions in support of Agency ESM.  Finally, the NASA CIO is also accountable for establishing a NASA governance model that effectively interconnects the various components of the Agency-wide IT organization and enables effective decision making at all levels within that organization.  This governance spans not only the elements of the Agency CIO’s office, but also Center and Mission Directorate CIO organizations; these will be described later in this document.
2.2.2 Enterprise Service Management

To support effective delivery of enterprise IT services, an Enterprise Service Management (ESM) function is performed by the Architecture and Infrastructure Division, interfacing with the other Agency CIO Divisions.  ESM provides a NASA Enterprise service support environment that optimizes the Information Technology Infrastructure Library (ITIL) best practice processes for implementing formal Information Technology Service Management (ITSM).  The purpose of ESM within NASA is to standardize NASA’s IT service management practices, to align with industry best practices, and to yield a set of consistent, repeatable, and measureable processes for service delivery to NASA OCIO customers.  Within the NASA IT structure, ESM is accountable for IT service strategy and design, integration of daily operations, overall management of enterprise suppliers, customer relationship management and continuous service improvement.   
a. Service Strategy direction on how to design, develop and implement IT Service Management.

b. Service Design direction for the design and development of IT services and IT Service Management processes.

c. Service Operations direction on achieving effectiveness and efficiency in the delivery and support of IT services so as to ensure value for the customer and the IT service providers, including effective coordination across all service providers.

d. Continuous Service Improvement direction in creating and maintaining value for customers through better design, transition and operation of services.
Within the NASA Office of the CIO, ESM is responsible for overseeing service engineering and integration (SE&I), coordination of project executives (PE), implementation of service integration management (SIM), and coordination with the various I3P project offices.  Each of these ESM areas will now be further described briefly, with additional detail available in the NASA Enterprise Service Management Concept of Operations document. 

2.2.3 System Engineering and Integration (SE&I)

The SE&I component of the NASA IT organization is accountable for the design of new services including the development of cost estimates associated with these new offerings.  The SE&I group also ensures that new and existing services are translated into the NASA technical reference model (TRM) and that all changes to the NASA enterprise IT environment are managed through the appropriate change advisory boards (CABs).  These engineering and integration functions also include the establishment of service configuration and performance expectations, reflected in appropriate performance definitions, service metrics and evaluation criteria.  Finally, under ESM, SE&I is responsible for risk assessments and impact analyses associated with the delivery of existing and new enterprise services. 

2.2.4 Project Executives (PEs)

Project Executives are the actual service owners for the respective I3P services for which they have responsibility.  In this role as service owners, the PEs are accountable for the configuration of services and the vetting of these services through the appropriate change control boards within the Agency.  PEs are responsible for the development of their specific service strategies and the budgetary requirements to implement these strategies if approved.  In order to effectively carry out their responsibilities as Project Executives, each PE must actively engage the NASA user community.  This customer relationship management function is essential in identifying issues and gaps in current service delivery to support the development of strategies that will enable continuous service improvement.    
Each PE also handles contract performance escalation management in those situations where an issue cannot be resolved at the project office level, or when an issue may run across multiple enterprise services and resolution requires coordination at the ESM level.  In addition, managing particularly high-impact service issues that impact day-to-day performance will also be escalated to the PE for communication and possibly action.  Finally, the PE is responsible for collaborating with the project office(s) responsible for the day-to-day management of service delivery to define service manager objectives and milestones.

2.2.5 Service Integration Management (SIM)

Service Integration Management (SIM) is the ESM’s transformation arm responsible for process architecture and design leading to the implementation of ITIL best practices across the enterprise. Its on-going functions are to execute ESM guidance and direction.  The SIM will provide support for designing and implementing the NASA Information Technology Infrastructure Library (ITIL) processes and instituting formal Information Technology Service Management (ITSM) within NASA.  The Purpose of the SIM is to improve the effectiveness and efficiency of NASA IT operations through the design, implementation, and operations of standardized IT service management practices.  Primary functions of the SIM include:
a. Support strategic planning associated with defining and scoping the future ITIL-aligned Service organization;

b. Direct and coordinate implementation of the strategic plan: and,

c. Provide Continuous Service Improvement and ITIL  process management for NASA’s IT organization 

The SIM will also provide Enterprise Service Desk (ESD) oversight and integration, along with the integration of performance metrics across all enterprise services.  These metrics provided by the ESD will be used by the SIM to obtain a ‘big-picture’ view of service performance, leading to service improvement recommendations..  Additional information about the ESD is provided in the following section.

2.2.6 Enterprise Service Desk 

The Mission of the ESD is to be the Single Point of Contact (SPOC) for Enterprise Services support, handling incidents and requests, and providing an interface for activities such as changes, problems, configuration, releases, service levels and IT Service Continuity Management.  The importance of the ESD as a SPOC is to provide a single, consistent interface to the end-user community, which is a critical element of the business’ determination of how well NASA IT is performing its job – one of the success criteria of the I3P program.
The primary priorities of the ESD are:
a. To manage customer expectations by identifying and communicating I3P services to customers.  Route customers to the appropriate point of contract for those services not provided directly by the ESD or an I3P service provider;

b. To return the customer to normal operations within Service Level Agreement (SLA) requirements and specifications;

c. To continually improve service performance 

d. To perform consistent workflow enabling service request escalations across disparate IT infrastructure towers;

e. To provide reliable communications coordination for Enterprise Service outages;

f. To collect, consolidate, analyze, and report performance metrics across the 5 independent IT service providers for Enterprise Services provided to customers; 

To provide the SIM with accurate and appropriate data that enables responsible operational decisions

To leverage existing NASA infrastructure to reduce costs; and

To provide integrated service support interfacing to functional areas of Procurement, Finance and Human Resources.

2.2.7 Project Offices

Located at each of the sites hosting an I3P service contract, project offices are accountable for the day-to-day management and delivery of the enterprise services that they manage.  Project offices are expected to coordinate across service managers, contracting officer’s technical representatives (COTRs) and contracting officers (COs) to ensure the effective delivery of services across the Agency.  While these offices are physically located at and managed by specific Centers, they perform an Agency function.  The project offices are also responsible for the management and synthesis of I3P contract service performance and financial information, and communication of this information through the SIM and the appropriate PE.  In terms of communication, the Project Office provides information to the Agency CIO, Project Executives, Service Integration Management, and Center and Mission Directorate CIOs to ensure that all levels of the NASA organization remain informed regarding important performance or service delivery issues.   Project offices manage the day-to-day financial transactions and issues associated with the services they manage, and will escalate complex contract and performance issues as required.  Project offices will work closely with the I3P service providers to manage technical issues as well as to ensure that contractual service levels are consistently being achieved.
2.2.8 Center CIO 

As with the overall NASA IT service delivery environment, the role to the Center CIO continues to evolve and mature.  With the implementation of I3P and the resulting shift from local to enterprise delivery of some services, the role of the Center CIO and the staff that they manage is evolving.  Even as the roles and responsibilities shift to support the NASA IT strategy, the Center CIOs maintain significant responsibility for local service delivery, and are acquiring new roles associated with enterprise service strategy and delivery.  These roles and responsibilities are described in the following section.
Relative to local service delivery, Center CIOs are accountable for the day-to-day delivery of locally-provided IT services that are not provisioned as part of one of the Agency service contracts.  This includes all aspects of managing these services including service design, implementation, monitoring, security, and continuous improvement.  The Center CIO is also accountable for ensuring that any locally-provided services align with Agency strategy and policy.  Center CIOs ensure the provisioning of local infrastructure to enable effective and efficient delivery of enterprise services while overseeing the Center’s overall IT portfolio and managing demand for both local and enterprise services.  The CIO is ultimately responsible for customer relationship management across all organizations at the Center, and ensures that requirements, issues, and concerns regarding IT services are captured, understood,  and addressed.   In terms of strategic leadership, each CIO is a member of the Center’s executive leadership team responsible for solving business problems through the application of innovative IT solutions.  In a similar manner, each Center CIO is a member of the Agency IT Management Board and is responsible for setting the Agency’s strategic direction relative to information and information technology. 
Center CIOs also have significant responsibility relative to enterprise service delivery.  Because the Agency has such a highly-skilled IT workforce spread across all Centers, each CIO will identify subject matter experts (SMEs) to support each of the enterprise services at their respective Center.  In addition to these SMEs, a Center Integration Lead will be identified to coordinate and manage issues involving integration across multiple services.  These SMEs and Integration Leads will work closely with the associated Project Offices and the Agency SIM to effectively implement enterprise delivery of key services.  As additional requirements are identified for new or improved services, Centers CIOs will also identify and provide technical experts to participate on Agency-level technical and architectural teams.  Finally, the CIO will serve as the voice of the Center customers to Agency service providers while monitoring service integration and performance issues locally and participating in continuous service improvement efforts. 
Those CIOs whose Centers host Project Offices have additional responsibilities including working with the Agency CIO to determine the appropriate staffing levels for the office and then staffing the office as agreed.  Host Center CIOs also work with the appropriate PE(s) to define performance objectives for local staff members who are supporting enterprise service delivery and then manage the project office staff to ensure that the Center delivers on these Agency commitments.
2.2.9 Mission Directorate CIOs

Similar to Center CIOs, Mission Directorate CIOs represent the requirements of their respective missions, which cut across all NASA Centers.  The Mission Directorate CIO has a unique understanding of the mission requirements related to information and information technology and works with Center and Agency IT Service providers to ensure that these requirements are satisfied.  Each Mission Directorate CIO is a member of the Agency IT Management Board and is responsible for helping to set the Agency’s IT strategic direction and provides a critical customer relationship management function, service as the voice of the mission customer regarding all aspects of NASA IT services.

2.3 NASA IT Governance Process and Structure

Contractors are expected to adhere to the NASA OCIO governance strategy and framework as outlined in this section and discussed in greater detail within each respective I³P acquisition Request for Proposal and associated performance work statements. 

By conforming to NASA’s IT governance process, Contractors will assist the Agency in its efforts to:
· Support the NASA Mission via ongoing alignment and management of NASA’s IT assets and processes with its mission requirements and strategic initiatives;

· Identify potential areas of investment redundancy and opportunities for consolidation, rationalization and cost efficiency; and,

· Conduct master planning at the Agency level to increase visibility of and better prioritize investments.

NASA’s approach to IT governance is a structured, decision-oriented model that has critical linkages to NPR 7120.7 NASA Information Technology and Institutional Infrastructure Program and Project Management Requirements and other NASA IT management processes such as capital planning and investment, information technology security planning, and enterprise architecture as defined in various IT-related policy documents (NPR 2800.1, Managing Information Technology, NPR 2810.1 Security of Information Technology, and NPR 2830.1 NASA Enterprise Architecture Procedures).
NASA’s IT environment is organized into three major areas, or portfolios:
· IT infrastructure services;

· IT applications; and

· Highly-specialized IT, such as technology that supports real time control systems and on-board avionics.

While some cross-cutting IT processes, such as IT security, apply to all portfolios, the scope of IT governance described in this section applies primarily to IT infrastructure and application services.
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Figure 4:  IT Portfolios and Governing Policies

To address the wide-ranging decisions which are likely to occur throughout the life cycle of the I³P contracts, at an Agency level NASA will employ a three-tiered board model where each board has a clear set of responsibilities as well as interfaces to the other governing bodies. This governance model shown below provides complete coverage of the life cycle of an IT investment from the initial decision to fund a proposed investment to the oversight of its implementation and operations and subsequent decommissioning.  Each of these life cycle phases has associated with it unique milestones and metrics that require different activities and therefore different board oversight.
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Figure 5:  NASA IT Governance Structure

The scope and purview of each NASA board is further defined as follows:
· IT Strategy and Investment Board (SIB) – Decisions regarding IT strategy and related investments (prioritization and selection), Enterprise Architecture, and NASA-wide IT policies/processes.  Members include senior level stakeholders from Mission Directorates, Mission Support Offices, and Centers.

· IT Project Management Board (PMB) – Decisions regarding application and infrastructure projects to ensure that investments approved by the IT Strategy and Investment board stay on track during formulation, design and implementation.  Members include the Deputy CIO, one or more IT Strategy and Investment Board representatives, IT Operations Board Chair, Enterprise Architecture (EA) Lead, and representatives from Mission Directorates, Mission Support and Centers.

· IT Management Board (ITMB) – Decisions regarding operational performance and issues related to performance.  Members include the Associate CIO for Architecture and Infrastructure, Center CIOs, the Deputy CIO for IT Security and the EA Lead.  Mission Directorates may provide a representative at their discretion.

Although each governance board is chaired by a member of the OCIO, decisions are made in consultation with and in concurrence with key stakeholders.  Should the need arise an escalation path exists to the Agency Operations Management Council (OMC) which can be invoked as necessary.
The governance structure described above operates at the Agency level and addresses major IT investments that cross Center and program boundaries.  Centers are also implementing local governance structures that while customized to the unique organizational environment and culture at each Center, conform in spirit to the Agency governance structure and enable Center-specific investments to be addressed. Notwithstanding the existence of Agency or Center specific governance structures, it is expected that changes will need to be made over the life of the I³P Acquisition to address the full IT life cycle as described in NPR 7120.7. 
NASA’s approach to IT governance reflects the latest in industry best practices and is grounded in the strategic management principles for governing, managing, implementing, monitoring, and controlling the work of the Agency as set forth in the Strategic Management and Governance Handbook NPD 1000.0.
2.4 Contractor Responsibilities

In addition to working with NASA in concert with Agency level governance processes and structures, Contractors must work within other complementary contract and relationship management mechanisms as defined within each tower specific Request for Proposal (RFP).
These additional governance processes and structures relate to the Contract administration and management activities that are specific to the individual NASA Centers responsible for procuring and overseeing delivery and performance as defined in the individual I³P performance work statements.   Contractors should refer to the individual RFPs for details of these complementary governance processes and structures. 
NASA expects I3P Contractors to work closely with the ESM and SIM organizations to ensure adherence to NASA standard IT processes, monitor compliance, drive continuous service improvement and coordinate service operations to achieve an effective and efficient multi-sourced IT environment in support of Agency requirements.
While specific requirements are captured in the cross-functional ITIL process requirements, an overview of these responsibilities associated with supporting ESM and SIM activities is provided below.
Policies and Procedures: Contractors are responsible for supporting SIM identify, define and implement changes to Agency IT policies and procedures that improve service delivery, streamline operations and reduce costs.  Contractors are expected to do this through the identification and application of Industry best practices, methodologies and tools within the NASA ITSM environment.  
Strategy Development: Contractors will participate in the Agency’s annual portfolio management process by providing design, cost, benefit, risk and other information necessary for the SIM to prioritize as recommended list of projects aligned with user requirements.  
Process Development:  Contractors will support service integration by defining and implementing service delivery processes and procedures identified in the Agency’s Cross Functional Statement of Work and other Contractor processes that are complementary to NASA’s ITIL v3 aligned processes.  
Process Interface: Contractors are responsible for ensuring that cross-tower service integration and delivery touch-points are aligned with both Government and other I³P Contractors so that seamless service delivery and management occurs.
Compliance Monitoring: Contractors are responsible for supporting the Agency in monitoring of service delivery to the end customer.   Such monitoring will include but not necessarily be limited to process quality assurance, escalating and resolving issues (inclusive of cross-tower/vendor), monitoring production control, and integrating actions, communications and exchanges of service supporting data activities across I³P Contractors to ensure customer support requirements are met (i.e. SLAs are met).
Operations Coordination: Contractors are responsible for supporting NASA’s management of the multi-sourcing environment by supporting coordination and oversight of operations.
Continuous Improvement: Contractors are responsible for identifying, defining and implementing continuous service improvement activities.  Contractors are also responsible for benchmarking projects as defined by SIM’s continuous improvement processes.

2.5 Relationship Management

Contractors are expected to follow a robust Governance model to partner with NASA and manage both services delivery and contract performance.  Relationship management focuses on actively managing relationships with NASA customers, stakeholders and other Contractors who are integral to the delivery of integrated IT service management (ITSM) under I³P.  All relationship management practices are ongoing and entail the following set of activities:
· Managing interactions with NASA to ensure their effectiveness and to capture critical service level information;

· Formally managing relationships with NASA customers and Contractors by establishing relationship objectives and tracking performance of those objectives;

· Selecting suppliers and partners based on their ability to meet NASA business requirements and managing their performance on NASA’s behalf;

· Obtaining feedback from NASA stakeholders, including employees, and Contractors on the nature and quality of key service and delivery relationships; and,

· Proactively identifying opportunities that will provide additional value to NASA.

The NASA IT governance structure is designed to encourage collaborative discussion of issues and ideas critical to the ongoing success of I³P and related IT transformation.  As detailed in the individual I³P acquisitions, each party will designate an individual to serve as a relationship manager who will be that party’s single point of contact (SPOC) for all matters relating to the outsourcing contract.  The contractor’s relationship manager:
· Must be knowledgeable about NASA’s I³P service requirements and each of the contractor’s and its sub-contractors / partners products and services;

· Must be experienced at running IT systems and networks, as they relate to the provision of services for which they are contracted, of similar size to NASA’s current and anticipated business requirements; 

· Must have overall responsibility for directing all of the Contractor’s activities; and,

· Will be assigned to the NASA account for a significant portion of the contract term.

NASA expects that Contractors will assist and contribute to setting the strategy and policy concerning NASA’s technology and use over the life of each I³P contract.  Contractors should be continually evaluating the technical environment, identifying potential enhancements that will reduce overall costs while delivering high quality and high availability services across the Agency.  
3 Service Coordination and Collaboration 

3.1 Introduction and Overview

The I³P Acquisitions involve more than management of five independent sourcing agreements.  The effort will require coordination, collaboration and integrated management of key processes across Contractors and contract boundaries.  
It is in the coordination of multiple Contractors where the management of I3P services differs from the management of five independent IT contracts.  Coordination of services across these multiple contracts involves coordinated management of four sets of relationships:
a. Between NASA end users and individual Contractors;

b. Between NASA leadership and individual Contractors;

c. Between NASA’s internal client facing and support organizations required to deliver IT services; and,

d. Between the I3P Contractors.
It is important that Contractors work with NASA and with each other to establish and execute common management approaches and procedures to ensure that services are provided effectively and efficiently across the enterprise regardless of contractual boundaries.  
3.2 Service Coordination, Collaboration

NASA recognizes the interdependencies of internal and external relationships and expects contractors to work with the Agency and amongst themselves, to manage those interdependencies proactively.
Contractors are expected to ensure that processes and procedures are established and maintained to support service coordination and collaboration with NASA and other I3P Contractors in the following delivery areas.   
a. Service Delivery Strategy – Proactive management of NASA’s service delivery strategy assumes that business conditions and customer requirements change over time requiring that initial strategies adapt to changes as they occur.  By working with NASA to modify goals, priorities, policies and procedures as they affect one or more of the sourcing relationships, I3P Contractors are expected to continuously improve how services are delivered to meet end user needs.
b. Service Delivery Responsibility – Management of service delivery can be complex when multiple Contractors are responsible for IT service delivery.  I3P Contractors are expected to know and understand who is responsible for each service delivery task, where touch-points or hand-offs are and how their responsibilities change as end-to-end service delivery crosses contract boundaries.  Process flows, cross-functional and contract-specific performance work statement elements all play a part in defining roles and responsibilities where coordination is required to ensure continuity of service and operations.
c. Service Delivery Integration – Coordination and collaboration across multiple Contractors demands that multiple Contractors work together and as needed, co-develop processes that define the rules of engagement between various parties as well as how to manage the many touch-points and interface requirements between Contractors, end-users, and internal NASA organizational entities.  Proactive management of delivery integration not only ensures that everything that needs to get done is accomplished, but that Contractors work together to identify, create and document any new procedures necessary to ensure seamless service delivery to NASA customers over time.
d. Service Delivery Value and Funding – Proactive management of this process is focused on ensuring that end-users receive the expected value for services delivered and that business goals are being met over time.  Furthermore, Contractor coordination and collaboration in this area is intended to ensure that Contractors are fairly compensated for the services they deliver and no one Contractor is disadvantaged because of lack of clarity around responsibilities, touch-points or integration interface requirements.
e. Service Delivery Performance Assessment – Proactive management of service performance processes are focused on verifying the facts of the relationship through coordination and cooperation among NASA I3P and supporting Contractors.  Cooperation is expected to occur in support of service level evaluations, operational or security assessments, financial audits, and other assessments required by the OCIO in response to changing business conditions or governance requirements.
f. Delivery Communication – Proactive management of communications and feedback requires the transmission of information generated throughout service creation and service delivery processes.  Reporting processes need to adequately address end-to-end service delivery requirements, ensure the right information is available to the right people at the right time, and facilitate operational excellence and support NASA’s decision making requirements. 
NASA’s Enterprise Service Management organization will be the focal point to ensure seamless IT service delivery.

4 NASA IT Infrastructure Library (ITIL) Version 3 Approach
4.1 Introduction and Overview

In support of the Agency Chief Information Officer’s (CIO) vision for I3P, various IT operational models were analyzed and the Information Technology Infrastructure Library (ITIL) version 3.0 framework was selected. Applicable ITIL v3 processes have been identified and prioritized for development and implementation within the NASA IT environment. It is recognized by the NASA Information Technology Management Board (ITMB) that a common and consistent Agency-wide IT organizational management structure is required to support centralized, Agency-provided IT services.  The new ITIL processes will be designed to enable and support IT governance via performance metrics. The adoption of a standardized framework that includes a common terminology and process set will be an integral part of all I3P support contracts.  ITIL version 3.0 focuses on Service Management and seeks to align IT with business objectives. ITIL version 3.0 outlines a set of integrated processes that encompass the full scope of the IT service lifecycle. By defining a common set of ITIL version 3.0 aligned processes that are applied across all I3P contracts, NASA strives to attain maximum efficiencies while ensuring seamless, integrated services for IT customers.
Adoption of ITIL will enable NASA’s mission by:
a. Better integrating the agency’s people, processes, and information;

b. Improving security; and,

c. Achieving cost savings.
4.2 Implementation Plan and Scope for I³P

NASA has developed an implementation plan and roadmap based on the introduction of ITIL v3 as the Agency’s process framework in support of I3P.  Prospective service providers shall have documented, repeatable ITIL processes with relevant metrics reporting capabilities. NASA requires prospective service providers to engage and align with NASA’s IT organization and NASA’s ITIL processes.  
NASA’s approach is based on a phased implementation of ITIL processes. Activities in support of this implementation have been prioritized according to the following Government criteria:
a. Processes having greater relative importance to I3P Acquisition Governance and Strategy;

b. Processes that require extensive, multiple vendor coordination and integration; and,

c. Processes that industry experience and best practice suggest should be addressed earlier in an ITIL implementation 
Twelve (12) of the ITIL v3 processes have been grouped into either Primary or Secondary implementation priorities.

Five (5) of these processes have been identified as primary implementation priorities.  They include:

a. Change Management;

b. Incident Management;

c. Request Fulfillment;

d. Problem Management; and, 

e. Service Level Management.
These five processes are considered primary I3P implementation priorities for the following reasons:

a. They are foundational processes in that many of the remaining ITIL processes depend on them;

b. They have strong ties to the new Enterprise Service Desk (ESD) being established in support of the I3P acquisition and cross all five (5) of the independent service contracts; 

c. They tend to be ticket-management-heavy processes central to efficient and effective resolution of service interruptions and/or restoration of services to end-users;

d. There is stronger familiarity of these processes among the NASA technology groups; and,

e. There are significant opportunities associated with these processes for quick wins and/or accelerated achievement of I3P objectives.
Seven (7) of the ITIL processes have been identified by NASA as secondary I3P implementation priorities.  They include:

a. Service Asset and Configuration Management;

b. Release and Deployment Management;

c. Capacity Management;

d. Strategy Generation;

e. Service Portfolio Management;

f. Service Catalog Management; and,

g. Supplier Management
These seven processes were targeted as secondary implementation priorities because:

a. Several (e.g. Release and Deployment Management and Capacity Management) require that Change Management be in place and operational prior to their implementation;

b. Several (Service Asset & Configuration Management and Service Catalog Management) require significant set-up and coordination across the I3P contracts and delivery teams; and,

c. Several (Service Portfolio Management, Supplier Management and Strategy Generation) are critical to establishing strategic direction for I3P and create momentum behind its execution.
The remaining fifteen (15) ITIL v3 processes are considered tertiary implementation priorities by NASA. Selection and prioritization of these for implementation will be evaluated and determined as the NASA ITIL framework matures. They include:

a. Demand Management;

b. IT Financial Management;

c. Information Security Management;

d. Availability Management;

e. Service Continuity Management;

f. Validation and Testing;

g. Transition Planning and Support;

h. Knowledge Management;

i. Event Management;

j. Access Management;

k. Operations Management;

l. Service Evaluation;
m. Service Improvement;

n. Service Reporting; and,

o. Service Measurement.
In summary, NASA’s  introduction of ITIL v3 processes in support of the Agency’s I3P Acquisition supports the Agency’s goals of transforming NASA’s current environment to a more highly integrated IT Service Management environment. 

4.3 NASA Defined ITIL v3 Process Requirements

I3P Contractors shall define and implement service delivery processes and procedures that are consistent with both individual service provider-specific and cross-functional performance work statement elements.
I3P Contractors shall implement processes and procedures that are consistent and complementary to NASA ITIL v3 aligned processes.
I3P Contractor interfaces associated with NASA IT services shall support NASA’s ITIL process requirements as detailed in the cross-functional PWS elements, as well as any standards as identified in the Government process and policy documents associated with each NASA IT process.
Contractors shall actively participate in supporting changes to NASA process and policy documents.  Changes to NASA process and policy documents will be managed by the Office of the Chief Information Officer.
5 I3P Common Architecture Components 

5.1 Introduction and Overview
NASA’s strategic approach to the management of IT infrastructure is to provide Enterprise-wide infrastructure services to maximize efficiency, improve IT security, and provide the best possible user experience.  These infrastructure services have been defined into 5 different portfolios:

a. End-User Services

b. Network and Communications Services

c. Enterprise Data Center Services

d. Enterprise Applications, and

e. Web Services

Each of these portfolios provides a specific set of component services which comprise part of the NASA Enterprise Architecture as reflected in the NASA Enterprise Service Catalog.   Common across these 5 portfolio areas is the requirement for a TIER-0/1 Enterprise Service Desk (ESD) and an Enterprise Service Request System (ESRS).  Finally, to reduce redundancy and promote interoperability and collaboration, applications within the NASA environment must be integrated through the NASA Application Portfolio Management process.  Each of these elements of the NASA environment is further described below.  

5.2 NASA Enterprise Architecture Repository
In support of the continual evolution of the NASA Enterprise Architecture (EA), a knowledge base known as the NASA Enterprise Architecture Repository (NEAR) is being developed to support all Agency enterprise architecture and related activities.  The development of NEAR has resulted in the creation of an EA repository data model and ontology to allow mapping, integrating, rationalizing, and normalizing existing repositories and data stores into the NASA EA Framework.  The effort also involves the development of integration strategies for structured, semi-structured and unstructured data, the analysis of functionality supported by existing data sources for possible consolidation into the EA repository, and the creation of web-based access methods to streamline NEAR population, maintenance, and analysis.

The NEAR will support the Alignment of IT goals, services, systems, components and standards with Center, Mission Directorate, and Agency goals, while enabling more effective management of current assets and improved planning for new investments.  In addition the NEAR will reduce information redundancy and improve data consistency while at the same time increasing flexibility and agility to provide a vision of the future state of the IT environment and to reduce costs.  Data requirements associated with the NEAR are documented in the NASA Enterprise Architecture Repository (NEAR) Interface Definition Specification.
5.3 NASA Enterprise Service Desk 

The ESD is a foundational component of NASA’s I3P strategy for delivery of core IT infrastructure services.  The ESD will serve as the single point of contact for Enterprise Services support and provide a unified interface between the customer and NASA IT Service Providers.   The ESD will provide TIER 0 and TIER 1 support for a multi-tenancy set of services being provided to NASA by a number of I3P support contracts.  All incidents will route through the ESD.  In addition the ESD will not only handle incidents, problems and questions, but will also provide support for other activities such as customer change request processing, SLA metrics collection and reporting, services configuration management support and IT service continuity management.   In addition to providing Tier-1 services, a TIER 0 (Self-Service) Service Desk Web site will be provided. This Website will provide user self-service when an incident is encountered. Information such as current I3P infrastructure services status, I3P services Frequently Asked Questions (FAQs), ESD Knowledge Database references, and Wiki threads will be established, monitored and updated.

The ESD will be managed by NASA Shared Services Center (NSSC) with the NSSC’s Service Provider providing technical support services under the management of the NSSC.  TIER 2 and TIER 3 service desk support services shall be provided by the I3P contractors supporting the I3P ACES, NICS, NEDC, EAST and WEST contracts.  The ESD will support continuous service improvement across all I3P services through the collection and analysis of performance metrics.  The ESD will provide consistent, reliable communications and coordination of Enterprise Service outages while assisting the I3P Enterprise Service Management organization with consolidated reporting, trend analysis, and integration support across all services.

The Enterprise Service Desk will utilize the ITIL framework and associated processes common to all I3P service providers as outlined in the cross-functional PWS elements defined in this document.   ITIL processes are divided between Service Delivery and Service Support with the Enterprise Service Desk being the primary point of contact between IT and users of IT services. The Enterprise Service Management organization in the OCIO Architecture and Infrastructure Division is responsible for the definition and development of all NASA ITIL processes.  Service Support provides for implementation of operational processes and day-to-day management of the environment. Service Delivery is associated with the tactical processes and planning processes. 

Additional information concerning the ESD can be found in the Enterprise Service Desk Concept of Operations, and the Enterprise Service Desk Performance Work Statement reference documents.

5.4 NASA Enterprise Service Request System

To ensure a seamless user experience, another element of the I3P common architecture is the NASA Enterprise Service Request System (ESRS).  The ESRS is envisioned to include:

a. A user-friendly, customer-facing interface to order all I3P-provided services

b. The ability to provide pricing for services offered

c. Workflows to enable purchase authorization and verification of available funding

d. Workflows to enable the efficient distribution of component orders to the appropriate I3P service provider(s)

e. An interface to the NASA Enterprise Service Catalog to facilitate service ordering

f. The ability to track the status of all orders

g. Reporting capability to enable NASA leadership to monitor SLA performance and continuously improve service delivery

h. Integration with the Enterprise Service Desk to facilitate the aggregation of critical performance parameters with other I3P metrics 

The ESRS will be based upon the same platform as the Enterprise Service Desk and will support the ITIL service request processes detailed in the cross-functional section of this PWS.   An ESRS interface requirements definition document will be provided after contract award to all I3P service providers to facilitate the integration of provider systems with the ESRS. 

The ESRS is anticipated to be operational and fully-functional to support the phase-in of all I3P contracts.  Contractors should plan for a period of integration and testing to integrate any contractor order fulfillment systems with the ESRS.  

5.5 NASA Application Portfolio Management

Another critical component of the NASA environment is the NASA application portfolio.   Within NASA, Application Portfolio Management provides a framework that facilitates decision making regarding application investment, development, maintenance, and decommissioning.   In order to assist in effectively managing the NASA application landscape, Section 7 of this document includes process requirements associated with NASA Application Portfolio Management.  

6 Common Information Technology Security Requirements 

6.1 Introduction and Overview
In order to appropriately secure NASA systems and information, the following IT security requirements apply to all I3P service providers.  Where the term “information system” is used this refers to any system that physically or logically is connected to a NASA network, or that stores, processes, or transmits NASA data.  Where NASA, federal, or IT Security policies or procedures are referenced, these may be downloaded from the NASA IT Security documentation website at http://itsecurity.nasa.gov/policies/index.html.  Additional IT Security requirements may be contained in the service-specific PWS of each I3P RFP and must be followed in addition to the requirements contained in this cross-functional section.

6.2 Common IT Security Requirements
a. All information systems provided and/or operated under this contract are federal information systems. (A federal information system is defined in NIST SP 800-37, Rev 1, Guide for the Security Authorization of Federal Information Systems and in 40 U.S.C., Sec. 11331, as an information system used or operated by a federal agency, or by a contractor of a federal agency or by another organization on behalf of a federal agency.)  The contractor shall be responsible for meeting the requirements for security authorization, also known as certification and accreditation (C&A), of these information systems, consistent with FIPS 200 and NIST SP 800-37 (Rev 1). A NASA official, determined in accordance with NPR 2810.1, shall perform the role of the authorizing official for all such information systems. 

1. The contractor shall use NASA processes, as specified in NASA policy and procedures, to meet the requirements for security authorization of all such information systems. 

2. For all information systems provided under this contract NASA will determine the system’s FIPS 199 security categorization. For any other information systems provided under this contract or used in performing this contract, NASA will approve the system’s FIPS 199 security category.

3. The contractor shall ensure that all systems institute information security controls in accordance with NIST SP 800-53.

4. The contractor shall support all applicable security assessments of each information system. At the discretion of the NASA authorizing official, the contractor shall either perform or provide for the performance of system security assessments, or support independent system security assessments (e.g., third party certification, IG Audits, GAO audits, and self certification), as part of the security authorization and continuous monitoring process. 

5. The contractor shall track identified risks and security vulnerabilities for each information system in the NASA C&A Documentation Repository and remediate vulnerabilities on a schedule as determined by the NASA authorizing official. 
6. All required system security documentation shall be entered into the NASA C&A Documentation Repository.

b. The contractor shall identify an IT Security POC for supporting IT security requirements under this contract. 

c. The contractor shall configure and maintain operating system and software on all information systems provided under this contract in accordance with Federal and NASA security configuration policies and guidance.

1. The contractor shall apply all relevant Federal system and software security configurations, for example, the Federal Desktop Core Configuration, according to NASA guidance.

2. All information systems shall be patched with all critical patches (as determined by the product vendor or NASA) in accordance with the NASA Organization Defined Values for NIST SP 800-53 Security Controls and subsequent revisions. 
3. In some rare circumstances, the NASA Deputy CIO for IT Security or designee may determine that a particular patch must be applied more urgently. In such cases, all information systems shall be patched in the timeframe specified by the NASA Deputy CIO for ITS or designee.

4. System configurations and patching status for all information systems provided under and in support of this contract shall be reported using the NASA patch reporting environment. Each computer shall either run up-to-date reporting agent software for automated reporting or be reported manually by the contractor. For any computers that cannot run the reporting agent software, a NASA-approved waiver must be obtained in accordance with NASA policy and procedures.
d. All information systems shall be protected by the NASA enterprise anti-malware (including anti-virus, anti-spyware, etc.) solution, which provides automated updates of virus definitions at least once every 24 hours and automated logging and reporting. The NASA enterprise anti-malware solution for desktops and laptops is provided by the ACES contract. The NASA enterprise anti-malware solution for servers is provided by the NEDC contract. For any computer that cannot use the anti-malware solution or for which no anti-malware software exists, a NASA-approved waiver must be obtained in accordance with NASA policy and procedures.
1. The contractor shall correct or mitigate detected vulnerabilities in accordance with NASA policy, unless directed otherwise by NASA for specific urgent issues.

e. All information systems provided under this contract or used in support of this contract shall be scanned for vulnerabilities in accordance with NASA policy. 

1. The contractor shall make available all information systems located within the NASA network perimeter for network-based vulnerability scanning by NASA. NASA will coordinate scanning activities with the contractor to the extent possible to ensure that vulnerability scanning creates minimal impact on operations.
2. For all other information systems which process NASA data, the contractor shall report to NASA the results of vulnerability scans and remediation, in accordance with NASA guidance.

f. The contractor shall follow NASA IT security incident management procedures in accordance with NASA policies and ensure coordination of its incident response team with the NASA Security Operations Center (SOC). The contractor shall report to the NASA SOC any suspected computer or network security incidents occurring on any systems, in accordance with Federal mandates and NASA policies and procedures. The contractor shall provide all necessary assistance and access to the affected systems so that a detailed investigation can be conducted, problems remedied, and lessons learned documented. Security logs and audit information shall be handled according to evidence preservation procedures.

1. The contractor shall make available logs from any information system to the NASA common logging environment, as requested by the NASA SOC. Electronic raw log data shall be forwarded from the source device to the NASA common logging environment, in accordance with NASA policies, procedures and guidance.

2. The contractor shall provide the NASA SOC real-time, electronic access to all asset information and configuration management information for all devices provided under this contract and in support of this contract.
3. The contractor shall report the theft or loss of any device that may contain NASA information, in accordance with NASA incident reporting policy and procedures.
g. The contractor shall provide a logging environment that centrally captures and retains logs from all information systems provided under this contract. 

h. The contractor shall ensure that all individuals who perform tasks as a system administrator, or have authority to perform tasks normally performed by a system administrator, possess knowledge appropriate to those tasks, as demonstrated by holding industry-standard certifications. In addition, system administrators shall not be granted elevated privileges to information systems covered under this contract unless they are authorized and have met the training requirements in accordance with NASA policy. 

i. Prior to deployment of any IT security services, the contractor shall obtain approval from the NASA Deputy CIO for IT Security or designee.  Any IT security services provided by the contractor shall be coordinated and integrated with the NASA SOC.

j. The contractor shall support the integration of NASA SOC IT security services and technologies into systems provided under this contract and in support of this contract, in accordance with NASA guidance. 

k. The contractor shall work with the NASA OCIO and the incumbent contractor to transfer responsibility for all IT security requirements for existing information systems within the scope of the contract from the incumbent contractor to the successor contractor. The contractor will receive from NASA a list of the applicable information systems.
7 Cross Functional Performance Work Statement Elements

The NASA IT Infrastructure Integration Program (I3P) requires coordination, collaboration, and ultimately co-management of key processes across I3P Service Contractors and contract boundaries.   To ensure a successful integrated IT service environment across NASA, it is essential that IT service providers adhere to the NASA ITIL framework.  The purpose of the following Cross Functional Performance Work Statement Elements (CF-PWS) are to consolidate the requirements that must remain consistent across Contractor service agreements.  The requirements contained in this section are the responsibilities of the Contractor or Contractors associated with the Cross Functional Services.  NASA process documents referenced in this section can be found in the Technical Library on the I3P web site located at http://i3p.nasa.gov/ .

	7.1 General  Provisions

	7.1.1 IT Infrastructure Library® Version 3 (ITIL® v3) Support

	Contractor shall be responsible for:

	a. Defining and implementing service delivery processes and procedures that are consistent with the requirements contained in this CF-PWS. Contractor processes used to provide services shall be consistent and complimentary with Government ITIL® v3 aligned processes.

	b. Ensuring that interfaces with Government, I3P Contractors and other Contractors are consistent with Government ITIL® v3 aligned processes.

	c. Ensuring that changes are approved and authorized by Government in accordance with Government Change Management Process.

	d. Providing information to support maintenance of Government Enterprise Service Catalog.

	7.1.2 Understanding and Knowledge of ITIL®

	Contractor shall be responsible for:

	a. Ensuring that all Contractor personnel involved in delivery of services shall possess, at a minimum, ITIL® foundation or equivalent ITIL® training within 6 months of contract start.

	b. Providing verification that Contractor personnel, required in delivery of services, are experienced and trained in ITIL®.

	c. Participating in an objective assessment of Contractor ITIL® maturity.


	7.2 Change Management

	7.2.1 High-Level Process Flow Diagram, Goal, Purpose and General

	Goal: The goals of Change Management are to: Respond to the customer’s changing business requirements while maximizing value and reducing incidents, disruption and re-work; and respond to business and IT requests for change that will align services to business needs.

	Purpose: The purpose of Change Management is to ensure that: Standardized methods and procedures are used for efficient and prompt handling of Changes; Changes to service assets and configuration items are recorded in the Change Management Data Base (CMDB); and overall business risk is optimized.
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Figure 6:  High-Level Change Management Process Flow Diagram

	General Provisions:

Contractor shall be responsible for:

	a. Designing and implementing Change Management procedures that align with Government Change Management Process.

	b. Documenting, tracking and managing all Changes using a Contractor or Government provided Change Management system.

	c. (When Contractors use a Contractor Change Management System ) Providing integration between Contractor and Government Change Management systems including the integration of applicable software, e-mail and telephony in accordance with Government Change Management Process.  All changes necessary to provide system integration shall be made at Contractor expense.  Contractor solution shall provide an efficient transfer of information between systems (DRD CF-11).  

	d. Providing communications to users via Enterprise Service Desk and maintaining regular communications between all parties through resolution in accordance with Government Change Management Process.

	e. Providing case ownership of Change Requests that are assigned to Contractor until Change record is closed or ownership is reassigned.

	f. Participating in regularly scheduled Change Management meetings in accordance with Government Change Management Process.

	7.2.2 Create and Maintain Change Management Process

	Contractor shall be responsible for:

	a. Complying with Government Change Management Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government Change Management process.

	7.2.3 Create and Record Request for Change (RFC)

	Contractor shall be responsible for:

	a. Determining type of change request that is required in accordance with Government Change Management Process

	b. Determining change procedures to be used in accordance with Government Change Management Process.

	c. Completing request for change form with required documentation in accordance with Government Change Management Process.

	7.2.4 Review Request for Change (RFC)

	a. Contractor shall be responsible for providing information for preliminary review of requests for change.

	7.2.5 Assess and Evaluate Change

	Contractor shall be responsible for:

	a. Providing information to support impact assessment of requests for change.

	b. Providing information to support categorization and risk assessment of requests for change

	c. Providing information to support assessment of the benefit of implementing requests for change.

	7.2.6 Authorize Change

	Contractor shall be responsible for:

	a. Obtaining Government authorization for changes to services or underlying infrastructure supporting services in accordance with Government Change Management Process.

	b. Participating in Change Advisory Board(s) in accordance with Government Change Management Process.

	7.2.7 Coordinate Change Implementation

	Contractor shall be responsible for:

	a. Developing change implementation procedures in accordance with Government Change Management Policy.

	b. Coordinating activities with Government, I3P Contractors and other Contractors to implement approved changes. 

	7.2.8 Review and Close Change Record

	a. Contractor shall be responsible for providing information and participating in review meetings for closure of change records and capture of lessons learned.


	7.3 Incident Management

	7.3.1  High-Level Process Flow Diagram, Goal and General Provisions

	Goal: The primary goal of Incident Management is to restore normal service operation as quickly as possible and minimize adverse impact on business operations, thus ensuring that the best possible levels of service quality and availability are maintained.  “Normal service operation” is defined here as service operation within Service Level Agreement (SLA) limits.

	Purpose: The purpose of Incident Management is to deal with all unplanned interruptions to an IT service or a reduction in the quality of IT service.  This can include failures; questions or queries reported by users via telephone, email, or automatically detected and reported by event monitoring tools.
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Figure 7:  High-Level Incident Management Process Flow Diagram

	General Provisions:

Contractor shall be responsible for:

	a. Designing and implementing Incident Management procedures that align with Government Incident Management Process.

	b. Documenting, tracking and managing all Incidents using a Contractor or Government provided Incident Management system.

	c. (When Contractors use a Contractor Incident Management System ) Providing integration between Contractor and Government Incident Management systems including the integration of applicable software, e-mail and telephony in accordance with Government Incident Management Process.  All changes necessary to provide system integration shall be made at Contractor expense.  Contractor solution shall provide an efficient transfer of information between systems (DRD CF-11).  

	d. Providing communications to users via Enterprise Service Desk and maintaining regular communications between all parties through Incident resolution in accordance with Government Incident Management Process.

	e. Providing case ownership of Incidents that are assigned to Contractor until service is restored or ownership is reassigned.

	f. Retaining ownership of each Incident assigned to Contractor by either the Enterprise Service Desk or Government Service Integration Management (SIM) office.

	g. Assigning end-to-end responsibility of each Incident to a single point of contact in order to facilitate communications with Government until service is restored.

	h. Resolving assigned Incidents in collaboration and coordination with Government, I3P Contractors and other Contractors, and in accordance with Government Incident Management Process. 

	i. Complying with Government notification and escalation procedures in accordance with Government Incident Management Process.

	

	j. Participating in daily Incident review meetings.

	k. Implementing and supporting continuous improvement actions to reduce frequency and severity of reported Incidents. 

	7.3.2 Create and Maintain Incident Management Process

	Contractor shall be responsible for:

	a. Complying with Government Incident Management Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government Incident Management process.

	7.3.3 Identify Incident

	Contractor shall be responsible for:

	a. Detecting Incidents via both manual and automated monitoring mechanisms.

	b. Notifying Enterprise Service Desk of an Incident within 15 minutes of detection.

	7.3.4 Log Incident

	Contractor shall be responsible for:

	a. Logging Incidents in accordance with Government Incident Management Process.

	b. Providing information to Enterprise Service Desk to ensure Incidents are logged in accordance with Government Incident Management Process.

	7.3.5 Categorize Incident

	Contractor shall be responsible for:

	a. Categorizing Incidents in accordance with Government Incident Management Process.

	b. Providing information to Enterprise Service Desk to ensure Incidents are categorized in accordance with Government Incident Management Process.

	7.3.6 Prioritize Incident

	Contractor shall be responsible for:

	a. Prioritizing Incidents in accordance with Government Incident Management Process.

	b. Providing information to Enterprise Service Desk to ensure Incidents are prioritized in accordance with Government Incident Management Process.

	7.3.7 Conduct Initial Diagnosis

	Contractor shall be responsible for:

	a. Conducting initial diagnosis of Incidents in accordance with Government Incident Management Process.

	b. Providing information to Enterprise Service Desk to ensure initial diagnosis of Incidents is performed in accordance with Government Incident Management Process.

	7.3.8 Escalate Incident

	Contractor shall be responsible for:

	a. Providing Tier 2 and Tier 3 Incident resolution and support.

	a. Accepting Incident Lead role as assigned.

	a. Providing a mechanism for expedited handling of Incidents that are of high business priority to Government in accordance with Government Incident Management Process.

	a. Opening ‘Child’ Incident records for other I3P Contractor(s). 

	a. Providing status updates to Government Incident Management System.

	7.3.9  Investigate and Diagnose Incident

	Contractor shall be responsible for:

	a. Conducting incident investigation and diagnostic activities to identify root cause and develop Incident work-around(s).

	b. Executing Incident Management in accordance with Government Incident Management Procedures.

	7.3.10 Resolve Incident and Recover Service

	Contractor shall be responsible for:

	a. Applying resolution or work around to restore service as quickly as possible.

	b. Accomplishing resolution and recovery of all Incidents reassigned to Tier 2 and/or Tier 3 for support.

	c. Notifying Enterprise Service Desk via Incident Management System that service is restored.

	d. Recommending implementation of measures to avoid reoccurrence of Incidents relating to Services in accordance with Incident Management Procedures.

	7.3.11 Close Incident

	a. Contractor shall be responsible for providing Incident closure information in accordance with Government Incident Management Process.


	7.4 Request Fulfillment

	7.4.1 High-Level Process Flow Diagram and General Provisions

	Goal:   The goals of Request Fulfillment are: provide a channel for users to request and receive standard services for which a pre-defined approval and qualification process exists; provide information to users and customers about the availability of services and the procedure for obtaining them; source and deliver components of requested standard services; and assist with general information, complaints or comments.

	Purpose:  The purpose of Request Fulfillment is to deal with Service Requests from users whether small (i.e., low risk, frequently occurring, low cost (e.g. a request to change a password, a request to install additional software onto a particular workstation, and a request to relocate some items of a desktop)) or large – higher risk, less frequently occurring, higher cost (e.g. a request to replace major infrastructure or other service components or a request to refresh major software components)).
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Figure 8:  High-Level Request Fulfillment Process Flow Diagram

	General Provisions:

Contractor shall be responsible for:

	a. Designing and implementing Request Fulfillment procedures that align with Government Request Fulfillment Process.

	b. Documenting, tracking and managing all Requests using a Contractor or Government provided Request Fulfillment system.

	c. (When Contractors use a Contractor Request Fulfillment System ) Providing integration between Contractor and Government Request Fulfillment systems including integration of applicable software, e-mail and telephony in accordance with Government Request Fulfillment Process.  All changes necessary to provide system integration shall be made at Contractor expense.  Contractor solution shall provide an efficient transfer of information between systems (DRD CF-11).  

	d. Maintaining communications regarding Request status with users via Enterprise Service Desk from time a Request is identified, through closure and through any follow-up communication.

	e. Providing case ownership of Requests that are assigned to Contractor until Request is closed.

	f. Participating in Request Fulfillment review meetings.

	g. Implementing and supporting continuous improvement of Request Fulfillment through self-service or other mechanisms. 

	7.4.2 Create and Maintain Request Fulfillment Process

	Contractor shall be responsible for:

	a. Complying with Government Request Fulfillment Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government Request Fulfillment process.

	7.4.3 Initiate Request

	Contractor shall be responsible for:

	a. Utilizing Government provided Enterprise Service Catalog to fulfill customer requests. 

	b. Providing a mechanism to receive non-standard requests from Request Fulfillment system in accordance with Government Request Fulfillment Process.

	7.4.4 Secure Approvals 

	a. Contractor shall be responsible for providing supporting information on all standard and non-standard Requests in support of approvals in conformance with Government Request Fulfillment Process.  Supporting information includes, but is not limited to, viable alternatives to fulfilling the Request, risk assessments, revised cost estimates, implementation timing, and dependencies.

	7.4.5 Fulfill Request

	Contractor shall be responsible for:

	a. Fulfilling all standard Requests within Government Service Level Agreements as defined for each standard Request and in conformance with Government Request Fulfillment Process.

	b. Fulfilling all non-standard Requests as mutually agreed and in accordance with Government Request Fulfillment Process.

	c. Enabling fulfillment of a Request in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government Request Fulfillment Process.

	d. Providing accurate and regular status updates for all Requests assigned to Contractor in accordance with Government Request Fulfillment Process.

	7.4.6 Close Request

	a. Contractor shall be responsible for providing Request closure information in accordance with Government Request Fulfillment Process.


	7.5 Problem Management 

	7.5.1 High-Level Process Flow Diagram and General Provisions

	Goal:   The primary goals of Problem Management are: to prevent problems and resulting Incidents from happening, to eliminate recurring Incidents and to minimize the impact of Incidents that cannot be prevented.

	Purpose:  The purpose of Problem Management is to provide a pre-defined and approved process for managing the lifecycle of all Problems to include diagnosis, determination of resolutions to those Problems, implementing solutions through appropriate control and change management procedures and preventing Problem reoccurrence.
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Figure 9:  High-Level Problem Management Process Flow Diagram

	General Provisions:

Contractor shall be responsible for:

	a. Designing and implementing Problem Management procedures that align with Government Problem Management Process.

	a. Documenting, tracking and managing all Problems in a Government Problem Management System.

	a. (When Contractors use a Contractor Problem Management System ) Providing integration between Contractor and Government Problem Management systems including integration of applicable software, e-mail and telephony in accordance with Government Problem Management Process.  All changes necessary to provide system integration shall be made at Contractor expense.  Contractor solution shall provide an efficient transfer of information between systems (DRD CF-11). 

	d. Retaining ownership of each problem assigned to Contractor by either Enterprise Service Desk or Government Service Integration Management (SIM) office.

	1) To the extent a Problem does not arise from or relate to the Contractor’s Services:

	i. The Contractor shall notify Enterprise Service Desk in accordance with Government Problem Management Procedures.

	ii. The Contractor shall maintain responsibility for the Problem until the Problem is reassigned by Enterprise Service Desk or Government Service Integration Management (SIM) office.

	e. Assigning end-to-end responsibility of each Problem to a single point of contact in order to facilitate communications with Government.

	f. Monitoring, controlling and managing each Problem assigned to Contractor until it is closed by Enterprise Service Desk.

	g. Resolving assigned Problems in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government Problem Management Process.

	h. Complying with Government notification and escalation procedures in accordance with Government Problem Management Process.

	

	7.5.2 Create and Maintain Problem Management Process

	Contractor shall be responsible for:

	a. Complying with Government Problem Management Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government Problem Management process.

	7.5.3 Detect and Identify Problem

	Contractor shall be responsible for:

	a. Identifying Problems by proactively performing on-going trend analysis on Incident information.

	b. Detecting Problems via both manual and automated monitoring mechanisms.

	7.5.4 Log Problem

	Contractor shall be responsible for:

	a. Logging Problems in accordance with Government Problem Management Process.

	b. Providing information to Enterprise Service Desk to ensure Problems are logged in accordance with Government Problem Management Process.

	7.5.5 Categorize Problem

	Contractor shall be responsible for:

	a. Categorizing Problems in accordance with Government Problem Management Process.

	b. Providing information to Enterprise Service Desk to ensure Problems are categorized in accordance with Government Problem Management Process.

	7.5.6 Prioritize Problem

	Contractor shall be responsible for:

	a. Prioritizing Problems in accordance with Government Problem Management Process.

	b. Providing information to Enterprise Service Desk to ensure Problems are prioritized in accordance with Government Problem Management Process.

	7.5.7 Investigate and Diagnose Problem

	Contractor shall be responsible for:

	a. Conducting Problem investigation in accordance with Government Problem Management Process.

	b. Conducting Problem diagnostics in accordance with Government Problem Management Procedures.

	c. Providing status tracking information in Government Problem Management System in accordance with Government Problem Management Process.

	d. Investigating and diagnosing Problems in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government Problem Management Process.

	e. Validating Problem workarounds.

	f. Providing communications to users via Enterprise Service Desk and maintaining regular communications between all parties through Problem resolution in accordance with Government Problem Management Process.

	g. Performing Root Cause Analysis (RCA) in accordance with Government Problem Management Procedures.

	h. Updating Known Error information in accordance with Government Problem Management Process

	i. Documenting problem resolution in accordance with Government Problem Management Process.

	j. Developing a Corrective Action Plan in accordance with Government Problem Management Process.

	7.5.8 Resolve Problem

	Contractor shall be responsible for:

	a. Determining if initiation of Change Management Process is required.

	b. Generating requests for change for permanent solutions and corrective action plans in accordance with Government Change Management Process.

	c. Applying resolutions across the enterprise, as applicable.

	d. Implementing the approved corrective action plan with follow-up to eliminate the fault from the operating environment.

	e. Resolving Problems in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government Problem Management Process..

	f. Developing diagnostic scripts for Enterprise Service Desk to facilitate resolution of repetitive problems.

	7.5.9  Close Problem

	a. Contractor shall be responsible for Providing Problem resolution and closure information in Government Problem Management System in accordance with Government Problem Management Process.

	7.5.10  Conduct Major Problem Review

	Contractor shall be responsible for:

	     a. Participating in major Problem reviews.

	     b. Providing Problem resolution details.


	7.6 Service Level Management (SLM)

	7.6.1  High-Level Process Flow Diagram, Goal, Purpose and General Provisions

	Goal: The goal of Service Level Management is to ensure that an agreed upon level of service is provided for all IT services, and that future services are delivered in accordance with Service Level Agreements.  Proactive measures are also taken to seek and implement improvements to the level of service delivered.  

	Purpose: The purpose of Service Level Management is to ensure that all operational services and their performance are managed in a consistent manner throughout the IT organization to meet the needs of the business and customers.  
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Figure 10:  High-Level Service Level Management Process Flow Diagram

	General Provisions: 

	Contractor shall be responsible for designing and implementing SLM procedures that align with Government SLM Process.

	7.6.2 Create and Maintain SLM Process

	Contractor shall be responsible for:

	a. Complying with the approved Government SLM Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government SLM process.

	7.6.3 Design Service Level Agreement (SLA) Frameworks

	a. Contractor shall be responsible for providing information to support design and development of Service Level Agreement frameworks .

	7.6.4 Develop Service Level Requirements (SLR)

	a. Contractor shall be responsible for providing information to support Government with developing Service Level Requirements and gaining agreement with Government IT services customers.

	7.6.5 Develop and Negotiate Service Level Scope and UnderpinningAgreements

	a. Contractor shall be responsible for providing information to support Government with developing and drafting service level scope and underpinning agreements.

	7.6.6 Produce Service Level Reports

	a. Contractor shall be responsible for providing information to support Government reporting of Service Levels in accordance with Government SLM Process.

	7.6.7 Conduct Service Reviews

	a. Contractor shall be responsible for supporting Government service reviews (e.g., meetings) in accordance with Government SLM Process.

	7.6.8 Review and Revise Service Level Agreements and Underpinning Agreements

	a. Contractor shall be responsible for providing information to support Government with reviewing and revising Service Levels and underpinning agreements.

	7.6.9 Develop Contacts and Relationships

	a. Contractor shall be responsible for providing information to support Government with developing customer relationships as it relates to IT services, service performance, and service agreements.

	7.6.10 Record and Manage Customer Service Level Feedback

	Contractor shall be responsible for:

	a. Providing information to Enterprise Service Desk regarding customer Service Level feedback in accordance with Government SLM Process.

	b. Providing information to support Government with assigning and dispositioning actions related to customer feedback.


	7.7 Service Asset and Configuration Management (SACM)

	7.7.1 High-Level Process Flow Diagram, Goal, Purpose and General Provisions

	Goal: The goals of SACM are to: support the business and customer’s control objectives and requirements; support efficient and effective Service Management processes by providing accurate configuration information to enable people to make decisions at the right time (e.g., to authorize change and releases and to resolve incidents and problems faster); minimize the number of quality and compliance issues caused by improper configuration of services and assets; and optimize service assets, IT configurations, capabilities and resources. 

	Purpose: The purpose of SACM is to: identify, control, record, report, audit and verify Service Assets and Configuration Items, including versions, baselines, constituent components, and their attributes and relationships; account for, manage, and protect the integrity of Service Assets and Configuration Items (and where appropriate, those of their customers) throughout the service lifecycle. 
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Figure 11:  High-Level Service Asset and Configuration Management Process Flow Diagram

	General Provisions:

Contractor shall be responsible for:

	a. Defining and implementing Contractor SACM procedures in accordance with Government SACM Process.

	b. Documenting, tracking and managing all Service Assets and Configuration Items in Government CMDB in accordance with Government SACM Process.

	c. (When Contractors use a Contractor CMDB System ) Providing integration between Contractor and Government CMDB systems including integration of applicable software, e-mail and telephony in accordance with Government SACM Process.  All changes necessary to provide system integration shall be made at Contractor expense.  Contractor solution shall provide an efficient transfer of information between systems (DRD CF-11).

	7.7.2 Create and Maintain Service Asset and Configuration Management (SACM) Process

	Contractor shall be responsible for:

	a. Complying with Government SACM Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government SACM process.

	7.7.3 Develop Service Asset and Configuration Management (SACM) Plan

	a. Contractor shall be responsible for developing and maintaining SACM Plan in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with DRD CF-03.

	7.7.4  Identify Configuration Item / Asset

	Contractor shall be responsible for:

	a. Developing a strategy for ensuring identification of all Configuration Items in accordance with Government SACM Process.

	b. Identifying and labeling, as applicable, all Configuration Items in accordance with Government SACM Process

	c. Assigning unique identifiers to each Configuration Item in accordance with Government SACM Process.

	d. Specifying relevant attributes, relationships, owner and baselines for each Configuration Item in accordance with Government SACM Process.

	7.7.5 Control Configuration Item / Asset

	Contractor shall be responsible for:

	a. Identifying when a change to a Configuration Item is necessary and initiating a request for change in accordance with Government Change Management Process.

	b. Determining and reporting the root cause, impact, and actions to prevent recurrence of an unauthorized change in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government SACM Process.

	7.7.6 Verify and Audit Configuration Item / Asset

	Contractor shall be responsible for:

	a. Participating in Government audit activities to ensure conformity between documented Configuration Items and actual Configuration Items in accordance with Government SACM Process.

	b. Providing audit Configuration Item data and Release documentation in accordance with Government SACM Process.

	c. Implementing corrective actions in accordance with Government SACM Process.

	d. Providing information to support audit reporting in accordance with Government SACM Process.


	7.8 RELEASE AND DEPLOYMENT MANAGEMENT (RDM)

	7.8.1 High Level Process Flow Diagram, Goal, Purpose and General Provisions

	Goal: The goal of Release and Deployment Management is to deploy releases into production and establish effective use of the service.

	Purpose: The purpose of Release and Deployment Management is to: define and agree on release and deployment plans with customers and stakeholders; ensure that integrity of a release package and its constituent components is maintained throughout the transition activities and recorded accurately in the Configuration Management Database (CMDB); ensure that all release and deployment packages can be tracked, installed, tested, verified, and/or uninstalled or backed out if appropriate; and ensure that customers and stakeholder change is managed during Release and Deployment activities.
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Figure 12:  High-Level Release and Deployment Management Process Flow Diagram

	General Provisions:

	Contractor shall be responsible for performing Releases in accordance with Government Release and Deployment Process.

	7.8.2 Create and Maintain Release and Deployment Management Process

	Contractor shall be responsible for:

	a. Complying with Government RDM Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government RDM Process.

	c. Conducting an annual inventory of applications being used to support NASA services, and report this data, including the cost to develop, operate, enhance and maintain applications as specified in DRD CF-05.

	d.  Reviewing NASA Enterprise Architecture Repository (NEAR) to verify if an existing application can fulfill requirements prior to purchasing or developing a new capability or application.

	7.8.3 Develop Release Plan

	a. Contractor shall be responsible for developing and maintaining RDM Plan in collaboration and coordination with Government, I3P Contractors , and other Contractors and in accordance with DRD CF-04.

	7.8.4 Prepare for Release Build and Test

	a. Contractor shall be responsible for preparing for release build and test in collaboration and coordination with Government, I3P Contractors and other Contractors.

	7.8.5 Build and Test Release

	Contractor shall be responsible for:

	a. Building and testing releases in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government RDM Process.

	b. Developing release documentation in accordance with Government RDM Process.

	c. Creating test scenario and acceptance criteria and submitting them for review in accordance with Government RDM Process.

	d. Managing Release build and test environments.

	7.8.6 Conduct Service Rehearsal and Pilot

	a. Contractor shall be responsible for conducting service rehearsals and pilots in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government RDM Process.

	7.8.7 Plan and Prepare for Deployment

	Contractor shall be responsible for:

	a. Planning and preparing for deployment in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government RDM Process.  

	b. Assessing the need for and planning for a release stabilization period in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government RDM Process.

	7.8.8 Deploy Service 

	Contractor shall be responsible for:

	a. Deploying services in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government RDM Process.

	b. Verifying successful service deployment in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government RDM Process.

	c. Executing back-out plan, if necessary, in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government RDM Process.

	7.8.9 Decommission and Retire Service

	a. Contractor shall be responsible for decommissioning and retiring services in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with Government RDM Process.

	7.8.10 Review and Close Service Release Deployment

	a. Contractor shall be responsible for closing release deployment in accordance with Government RDM Process.


	7.9  CAPACITY MANAGEMENT

	7.9.1 High-Level Process Flow Diagram, Goal, Purpose and General Provisions

	Goal: The goal of Capacity Management process is to ensure IT capacity in all areas of IT is matched to the needs of the Government’s business.

	Purpose: The purpose of Capacity Management is to provide a point of focus and management for all capacity and performance related issues, relating to both services and resources.
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Figure 13:  High-Level Capacity Management Process Flow Diagram

	General Provisions:

Contractor shall be responsible for:

	a. Designing and implementing Capacity Management procedures that align with Government Capacity Management Process.

	b. Developing and maintaining Capacity Management Plan in collaboration and coordination with Government, I3P Contractors, and other Contractors and in accordance with DRD CF-06.  

	c. Conducting annual reviews of projected capacity requirements for infrastructure and related services, and providing recommendations based upon information provided by Government Portfolio Management Process as part of Government’s normal business planning cycle.

	7.9.2 Create and Maintain Capacity Management Process

	Contractor shall be responsible for:

	a. Complying with Government Capacity Management Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government Capacity Management Process.

	7.9.3 Manage Business Capacity

	Contractor shall be responsible for:

	a. Providing impact assessment of potential business capacity issues based on Government business direction.

	b. Prototyping and sizing capacity impact solutions, including:

	1) Developing and maintaining standard templates for capacity test plans in collaboration and coordination with Government, I3P Contractors and other Contractors.

	2) Coordinating tests with Government, I3P Contractors and other Contractors to provide end-to-end testing.

	3) Testing and sizing models for capacity impacts.

	c. Developing plans for required changes to existing capacity in accordance with DRD CF-06.

	7.9.4 Manage Service Capacity

	Contractor shall be responsible for:

	a. Providing Service Manager with information regarding Service Capacity and issues.

	b. Monitoring Service Capacity including: 

	1) Collecting Service Capacity performance data, at a minimum, per the following schedule:

	i. Daily data collection for volatile and dynamic systems.

	ii. Weekly data collection for variable and stable systems.

	2) Maintaining Services aligned with Government Enterprise Service Catalog.

	c. Analyzing Service Capacity, including:

	1) Providing service capacity performance reports in accordance with DRD CF-07.

	d. Tuning Service performance, including changing capacity, to take corrective action or adjust for more effective usage.

	e. Establishing capacity thresholds and making adjustments based on Government requirements.

	f. Responding to Government requests for capacity impact statements within 30 days. 

	7.9.5 Manage Component Capacity

	Contractor shall be responsible for:

	a. Providing Service Manager with information regarding component capacity and issues.

	b. Monitoring component capacity usage, including:

	1) Maintaining components aligned with Government Enterprise Service Catalog.

	c. Analyzing component usage, including:

	1) Reviewing component capacity data.

	2) Determining if proactive changes are needed.

	3) Determining if tuning or replacing a component can provide for a more effective use of the component.

	d. Tuning or replacing components, including:

	1) Adjusting or balancing component capacity to provide more effective usage.

	2) Changing component capacity to correct utilization issues.

	3) Replacing components in compliance with Change Management Process.

	4) Collecting and providing component capacity data based on Government-specified standards and metrics.

	e. Providing component capacity reports in accordance with DRD CF-07.

	f. Reviewing, validating and updating component baselines and profiles in the CMDB.

	7.9.6 Establish and Manage Capacity Thresholds

	a. Contractor shall be responsible for monitoring and generating alerts and warnings associated with capacity and performance thresholds.

	7.9.7 Manage Demand (within existing capacity)

	a. Contractor shall be responsible for providing information and support to manage demand within existing capacity levels.

	7.9.8 Develop Capacity Models and Trend Reports

	a. Contractor shall be responsible for providing capacity models and trend reports in accordance with DRD CF-07.

	7.9.9 Develop Sizing Estimates

	a. Contractor shall be responsible for developing sizing estimates to support capacity planning.


	7.10 Availability Management

	7.10.1 High-Level Process Flow Diagram, Goal, Purpose and General Provisions

	Goal: The Goal of Availability Management is to ensure that the level of service availability delivered in all services is matched to the requirements of the Government’s business.

	Purpose: The Purpose of Availability Management is to provide a point of focus and management for all availability-related issues, relating to both services and resources, ensuring that availability targets in all areas are measured and achieved.
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Figure 14:  High-Level Availability Management Process Flow Diagram

	General Provisions:

	Contractor shall be responsible for designing and implementing Availability Management procedures that align with Government Availability Management Process.

	Identifying planned downtime and scheduling downtime in collaboration and coordination with Government, I3P Contractors and other Contractors and in alignment with Government Mission Flight Requirements.

	7.10.2  Create and Maintain Availability Management Process

	Contractor shall be responsible for:

	a. Complying with Government Availability Management Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government Availability Management Process.

	7.10.3 Determine Vital Business Functions

	a. Contractor shall be responsible for providing information to support Government with identifying vital business functions.

	7.10.4 Determine Requirements and Formulate Recovery Design Criteria

	a. Contractor shall be responsible for providing information to support Government with defining availability requirements.

	b. Providing information to support Government with formulating recovery design criteria

	7.10.5 Determine Impact of IT Service and Component Failure

	a. Contractor shall be responsible for providing information to support Government with conducting business and service impact analysis and component failure impact analysis related to availability.

	7.10.6 Define Availability, Reliability and Maintainability Targets

	a. Contractor shall be responsible for providing information to support Government with developing and maintaining availability, reliability and maintainability targets and measures that align with applicable Service Level Agreements.

	7.10.7 Monitor and Analyze Availability, Reliability and Maintainability

	Contractor shall be responsible for:

	a. Establishing service metrics and tools for measuring availability, reliability and maintainability in accordance with Government Availability Management Process.

	b. Deploying tool sets and/or interfaces to permit end-to-end measurement of availability.

	c. Collecting and recording availability, reliability and maintainability data.

	d. Monitoring availability, reliability and maintainability elements with respect to Service Levels.

	e. Conducting analysis for compliance with availability, reliability and maintainability Service Levels.

	f. Reporting results of monitoring and analysis in accordance with DRD CF-09.

	g. Providing information to assist in Problem analysis related to service availability.

	7.10.8 Identify and Investigate Levels of Availability Performance

	Contractor shall be responsible for:

	a. Identifying Availability performance that fails to meet Government Service Level Agreements.

	b. Investigating availability performance that fails to meet Government Service Level Agreements.

	c. Initiating actions to ensure availability performance complies with Government Service Level Agreements.

	7.10.9 Produce and Maintain Availability Management Plan

	Contractor shall be responsible for:

	a. Developing and maintaining Availability Management Plan in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with DRD CF-08.

	b. Addressing end-to-end availability requirements in any designs to ensure compliance with Government design and architecture standards.

	c. Addressing end-to-end availability requirements in defining and executing any test plans. 

	d. Identifying planned downtime and scheduling downtime in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with applicable Service Level Agreements.

	e. Implementing requested changes to availability metrics and Service Level Agreement in accordance with Government SLM Process.


	7.11  IT SERVICE CONTINUITY MANAGEMENT (ITSCM)

	7.11.1 High-Level Process Flow Diagram, Goal, Purpose and General Provisions

	Goal: The goal of ITSCM is to support the overall Business Continuity Management process by ensuring that required IT technical and service facilities (including computer systems, networks, applications, data repositories, telecommunications, environment, technical support and Service Desk) can be resumed within required business timeframes.

	Purpose: The purpose of ITSCM is to establish and maintain required ongoing recovery capability within required IT services and their supporting components.
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Figure 15:  High-Level IT Service Continuity Management Process Flow Diagram

	General Provisions:

Contractor shall be responsible for:

	a. Designing and implementing ITSCM Management procedures that align with Government ITSCM Process.

	b. Providing ITSCM Services to mitigate the impact of a disaster or major failure in accordance with Government ITSCM Process.

	c. Developing, documenting and maintaining procedures (e.g., Disaster Recovery checklists) in collaboration and coordination with Government, I3P Contractors and other Contractors to meet Government requirements (e.g., Recovery Time Objectives (RTO) and Recovery Point Objectives (RPO)). 

	7.11.2 Create and Maintain IT Service Continuity Management Process

	Contractor shall be responsible for:

	a. Complying with Government ITSCM Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government ITSCM process.

	7.11.3 Quantify Impact on Business of Loss of IT Services

	Contractor shall be responsible for:

	a. Providing information to support analysis of the impact of continuity scenarios.

	b. Providing information to support identification and impact of contingency options and mitigation actions.

	7.11.4 Identify and Assess Risks Associated with Potential Threats

	Contractor shall be responsible for:

	a. Providing information to support identification of risk responses and proposed countermeasures.

	b. Participating in IT risk assessment activities in order to reduce vulnerability to the business. 

	7.11.5 Develop the IT Service Continuity Management (ITSCM) Plan

	Contractor shall be responsible for:

	a. Developing and maintaining ITSCM Plan in collaboration and coordination with Government, I3P Contractors and other Contractors and in accordance with DRD CF-10.

	b. Supporting business criticality classification in accordance with Government Enterprise Service Catalog. 

	7.11.6 Test the IT Service Continuity Management (ITSCM) Plan

	Contractor shall be responsible for:

	a. Developing test scenarios in collaboration and coordination with Government, I3P Contractors and other Contractors in support of conducting testing of ITSCM Plan in accordance with Government ITSCM Process.

	b. Conducting walkthrough, full, partial and scenario tests in accordance with Government ITSCM Process.

	7.11.7 Operate and Maintain the ITSCM Plan

	Contractor shall be responsible for:

	a. Participating in Government ITSCM reviews in accordance with Government ITSCM Process.

	b. Invoking ITSCM plan in accordance with Government ITSCM Process.

	c. Performing training functions including:

	1) Developing and updating Contractor ITSCM training plans and material.

	2) Training Contractor recovery team members.

	d. Maintaining local work procedures and contact lists.

	e. Performing ITSCM Plan gap analysis and response planning and updating Contractor ITSCM Plan accordingly.

	f. Documenting all contingency services provided in Governmnet Service Level Agreements.

	g. Executing recovery plans and restoring Service to normal operation.

	h. Supporting ITSCM evaluation efforts following disaster events, including providing evaluations and lessons learned and updating Contractor ITSCM Plan as needed.


	7.12 Knowledge Management

	7.12.1 High-Level Process Flow Diagram, Goal, Purpose and General Provisions

	Goal: The goal of Knowledge Management is to enable organizations to improve the quality of management decision making by ensuring that reliable and secure information and data is available throughout the service lifecycle.

	Purpose: The purpose of Knowledge Management is to ensure that the right information is delivered to the appropriate place or person at the right time to enable informed decision making.
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Figure 16:  High-Level Knowledge Management Process Flow Diagram

	General Provisions:

Contractor shall be responsible for:

	a. Designing and implementing knowledge management procedures and tools to support knowledge capture and dissemination in accordance with Government Knowledge Management Process.

	b. Managing and maintaining knowledge and information assets in collaboration and coordination with Government, I³P Contractors and other Contractors, and in accordance with Government Knowledge Management Process.

	7.12.2 Create and Maintain Knowledge Management Process

	Contractor shall be responsible for:

	a. Complying with Government’s Knowledge Management Process.

	b. Performing continuous analysis of industry best practices or trends and inform Government of changes that could impact or improve Government Knowledge Management process.

	7.12.3 Develop and Maintain Knowledge Management System

	a. Contractor shall be responsible for providing Government with information to support development and maintenance of the Knowledge Management system.

	7.12.4 Gather and Capture Information

	a. Contractor shall be responsible for gathering and capturing information in accordance with Government Knowledge Management Process.

	7.12.5 Validate and Organize Information

	a. Contractor shall be responsible for validating and organizing information in accordance with Government Knowledge Management Process.

	7.12.6 Disseminate Information

	a. Contractor shall be responsible for disseminating information in accordance with Government Knowledge Management Process.


	7.13 Information Security Management (ISM)

	7.13.1 High-Level Process Flow Diagram, Goal and Purpose

	Goal: The goal of ISM is to align IT security with business security and ensure that information security is effectively managed across all service management and service delivery activities.

	Purpose: The purpose of ISM is to provide a point of focus and management for all aspects of IT security.
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Figure 17:  High-Level Information Security Management Process Flow Diagram

	7.13.2 Create and Maintain Information Security Management (ISM) Process

	Contractor shall be responsible for:

	a. Complying with Government’s ISM policies and procedures. Examples include Federal Information Security Management Act (FISMA) and National Institute of Standards and Technology (NIST).  See Section 6, Common Information Technology Security Requirements, in this document.

	b. Performing continuous analysis of industry best practices or trends and informing Government of changes that could impact or improve Government ISM process.

	7.13.3 Communicate, Implement and Enforce Information Security Management (ISM) Procedures

	Contractor shall be responsible for:

	a. Implementing Government ISM policies (e.g., FISMA) for all Contractor services provided.

	b. Supporting Government’s ISM policy enforcement efforts and providing details of Information security practices to Government. 

	7.13.4 Assess and Classify Information Assets and Documentation

	Contractor shall be responsible for:

	a. Providing information to Government to support information asset identification and documentation in accordance with Government’s ISM policy.

	b. Providing information to Government to support information asset review activities regarding completeness, accuracy, and vulnerability.

	c. Providing information to Government to support classification of information assets in accordance with Government’s ISM policy.

	7.13.5 Monitor and Manage Security Breaches and Major Incidents

	Contractor shall be responsible for:

	a. Monitoring and reporting security breaches and security incidents in accordance with Government’s ISM procedures.

	b. Providing information to Government to support investigation of any security breach and/or security Incident.

	c. Providing information to Government to support resolution of any security breach and/or security Incident.

	7.13.6 Analyze and Report Security Breaches and Incident Impact on Business

	a. Contractor shall be responsible for participating in review and analysis of security breaches and security Incidents and providing detailed information to Government to support analysis of business impact and creation of security breach and security Incident report.

	7.13.7 Conduct Security Reviews, Audits and Penetration Tests

	Contractor shall be responsible for:

	a. Conducting security reviews and regular audits of information and technology assets under Contractor’s control in accordance with Government’s ISM policy.

	b. Participating in periodic Government security audits as requested by Government and coordinating audit activities of Third Parties as required or requested by Government.

	c. Conducting and supporting security penetration testing as required or when requested by Government in accordance with Government’s ISM policy.

	7.13.8  Improve Security Controls, Risk Assessment and Responses

	Contractor shall be responsible for:

	a. Providing information to Government to support the assessment of security risks.

	b. Participating in development and maintenance of security improvement plans in accordance with Government’s ISM policy.


8 Glossary of Terms

	Activity
	A set of actions designed to achieve a particular result. Activities are usually defined as part of Processes or plans, and are documented in procedures.

	Asset
	Any resource or capability. Assets of a Contractor include anything that could contribute to the delivery of a service. Assets can be one of the following types: Management, Organization, Process, Knowledge, People, Information, Applications, Infrastructure, and Financial Capital.

	Asset Management
	Asset Management is the Process responsible for tracking and reporting the value and ownership of financial Assets throughout their Lifecycle. Asset Management is part of an overall Service Asset and Configuration Management Process.

	Availability
	The ability of a Configuration Item or IT Service to perform its agreed function when required. 

	Availability Management
	The Process responsible for defining, analyzing, planning, measuring and improving all aspects of the availability of IT Services. Availability Management is responsible for ensuring that all IT infrastructure, Processes, tools, roles etc are appropriate for the agreed Service Level Targets for availability.

	Capacity
	The maximum throughput that a Configuration item or IT Service can deliver while meeting agreed Service Level Targets.  For some types of CI, Capacity may be the size or volume, for example a disk drive. 

	Capacity Management
	The Process responsible for ensuring that the capacity of IT Services and the IT infrastructure is able to deliver agreed Service Level Targets in a cost effective and timely manner. Capacity Management considers all resources required to deliver the IT Service and plans for short, medium and long term business requirements.

	Change
	The addition, modification or removal of anything that could have an effect on IT Services. The scope of any Change should include all IT Services, Configuration Items, Processes, documentation etc.

	Change Management
	The Process responsible for controlling the Lifecycle of all changes. The primary objective of Change Management is to enable beneficial changes to be made with minimum disruption to IT Services.

	Component
	A general term used to mean one part of something more complex.  For example, a computer system may be a Component of an IT Service; an Application may be a Component of a Release unit.  Components that are managed as part of an IT Service should be Configuration Items and managed as part of the enterprise Configuration Management Process.

	Configuration Item (CI)
	Any component that needs to be managed in order to deliver an IT Service. Information about each CI is recorded in a configuration record within the Configuration Management System and is maintained throughout its Lifecycle by Configuration Management. CIs are under the control of Change Management. CIs typically include IT Services, hardware, software, buildings, people and formal documentation such as Process documentation and SLAs.

	Configuration Management
	The Process responsible for maintaining information about Configuration Items required to deliver an IT Service, including their relationships. This information is managed throughout the Lifecycle of the CI. Configuration Management is part of an overall Service Asset and Configuration Management Process.

	Continual Service Improvement
	A stage in the Lifecycle of an IT Service.  Continual Service Improvement is responsible for managing improvements to IT Service Management Processes and IT Services.

	Contractor Management
	The Process responsible for ensuring that all Contracts with Contractors support the needs of the business, and that all Contractors meet their contractual commitments.

	Customer
	Someone who buys goods or services.  The Customer of an IT Service Contractor is the person or group that defines and agrees the Service Level Targets.

	Deployment
	The Activity responsible for movement of new or changed hardware, software, documentation, Process, etc., to the live environment. Deployment is part of the Release and Deployment Management Process.



	Enterprise Service Desk
	The Single Point of Contact (SPOC) between Users and Contractors responsible for receiving, logging, escalating, monitoring and closing tickets associated with managing Incidents and Service Requests.  Also responsible for communicating with Users regarding the status of Incidents and Service Requests and on-going measurement of Customer satisfaction.   

	Government
	The National Aeronautics and Space Administration (NASA) enterprise along with the collective business units making up the IT Infrastructure and Service delivery environment defined to be in-scope for purposes of the IT Infrastructure Integration Program (I³P) Acquisition.   

	Incident
	An unplanned interruption to an IT Service or a reduction in the quality of an IT Service. Failure of a Configuration Item that has not yet impacted service is also an Incident. For example failure of one disk from a mirror set.

	Incident Management
	The Process responsible for managing the Lifecycle of all Incidents. The primary objective of Incident Management is to return the IT Service to Users as quickly as possible.

	Information Security Management
	The Process that ensures the confidentiality, integrity and availability of an organization’s assets, information, data and IT Services. Information Security Management usually forms part of an organizational approach to security management which has a wider scope than the IT Service Contractor, and includes handling of paper, building access, phone calls etc., for the entire Organization.

	IT Infrastructure
	All of the hardware, software, networks, facilities, etc., that are required to develop, test, deliver, monitor, control or support IT Services.  The term IT Infrastructure includes all of the information technology but not the associated people, Processes and documentation in support of IT Services.

	IT Service
	A service provided to one or more Customers by an IT Service Contractor.  An IT Service is based on the use of information technology and supports the Customer’s business Processes.  An IT Service is made up from a combination of people, Processes, and technology and should be defined in a Service Level Agreement.

	IT Service Contractor 
	A Service Provider/Supplier responsible for supplying goods or services that are required to deliver IT Services. These may include commodity hardware and software vendors, network and telecom suppliers and IT outsourcing service providers.

	IT Service Continuity Management
	The Process responsible for managing risks that could seriously impact IT Services. ITSCM ensures that the IT Service Contractor can always provide minimum agreed Service Levels, by reducing the risk to an acceptable level and planning for the recovery of IT Services. ITSCM should be designed to support business continuity management.

	IT Service Management (ITSM)
	The implementation and management of quality IT Services that meet the needs of the business. IT Service Management is performed by Contractors in concert with the client enterprise through an appropriate mix of people, Process and information technology.

	Knowledge Management
	The Process responsible for gathering, analyzing, storing and sharing knowledge and information within an organization. The primary purpose of Knowledge Management is to improve efficiency by reducing the need to rediscover knowledge.

	Known Error
	A Problem that has a documented root cause and a workaround. Known Errors are created and managed throughout their Lifecycle by Problem Management. Known Errors may be identified by Users, Customers or IT Service Contractors.

	Lifecycle
	The various stages in the life of an IT Service, Configuration Item, Incident, Problem, Change etc. The Lifecycle defines the categories for status and the status transitions that are permitted. For example:

• The Lifecycle of an application includes requirements, design, build, deploy, operate, and optimize.

• The expanded Incident Lifecycle includes detect, respond, diagnose, repair, recover, restore.

• The lifecycle of a server may include: ordered, received, in test, live, disposed etc.

	Operational Level Agreement (OLA)
	An agreement between an enterprise IT organization and another part of the same organization.  An OLA supports the enterprise IT organization’s delivery of IT Services to Customers through IT Service Contractors.  The OLA defines the goods and services to be provided and the responsibilities of both parties.  Performance expectations are documented in SLAs and other Underpinning Contracts.

	Performance Work Statement (PWS)
	A document containing all requirements for a product purchase, or a new or changed IT Service.

	Problem
	A cause of one or more Incidents. The cause is not usually known at the time a problem record is created.  The Problem Management Process is responsible for further investigation of the Problem.

	Problem Management
	The Process responsible for managing the Lifecycle of all Problems. The primary objectives of Problem Management are to prevent Incidents from happening and to minimize the impact of Incidents that cannot be prevented.

	Process
	A structured set of Activities designed to accomplish a specific objective. A Process takes one or more defined inputs and turns them into defined outputs. A Process may include any of the roles, responsibilities, tools and management controls required to reliably deliver the outputs. A Process may define policies, standards, guidelines, Activities, and work instructions if they are needed.

	Recovery Point Objective (RPO)
	The maximum amount of data that may be lost when an IT Service is restored after an interruption.  Recovery Point Objective is expressed as a length of time before the failure.

	Recovery Time Objective (RTO)
	The maximum time allowed for recovery of an IT Service following an interruption.  Recovery Time Objective is expressed as a length of time from the failure to restoration of the IT Service.

	Release
	A collection of hardware, software, documentation, Processes or other Components required to implement one or more approved Changes to IT Services.  The contents of each Release are managed, tested and deployed as a single entity.

	Release and Deployment Management
	The Process responsible for both Release Management and Deployment.

	Release Management
	The Process responsible for planning, scheduling and controlling the movement of releases to test and live environments. The primary objective of Release Management is to ensure that the integrity of the live environment is protected and that the correct components are released. Release Management is part of the Release and Deployment Management Process.

	Request For Change (RFC)
	A formal proposal for a Change to be made. An RFC includes details of the proposed Change, and may be recorded on paper or electronically.

	Request Fulfillment
	The Process responsible for managing the Lifecycle of all Service Requests.

	Service Asset & Configuration Management
	The Process responsible for both Configuration Management and Asset Management.

	Service Level
	Measured and reported achievement against one or more Service Level Targets.

	Service Level Agreement (SLA)
	An agreement between a Contractor and a Customer.  The Service Level Agreement describes the IT Service, documents Service Level Targets, and specifies the responsibilities of the IT Service Contractor and Customer.  A single SLA may cover multiple IT Services or multiple Customers 

	Service Level Management
	The Process responsible for negotiating Service Level Agreements, and ensuring that these are met. SLM is responsible for ensuring that all IT Service Management Processes, Operational Level Agreements, and Underpinning Contracts, are appropriate for the agreed Service Level Targets. SLM monitors and reports on Service Levels, and holds regular Customer reviews.

	Service Level Targets
	Service Level Targets are performance commitments documented in a Service Level Agreement.  Service Level Targets are based on Service Level Requirements agreed to with the business and ensure IT Service design is aligned with results. 

	Service Request
	A request from a user for information, advice, a standard Change or for access to an IT Service. For example - to reset a password, or to provide standard IT Services for a new user. Service Requests are usually handled by a Service Desk and do not require an RFC (Request For Change) to be submitted.

	Single Point of Contact (SPOC)
	A designated single, consistent way to communicate with an individual, business entity or enterprise.

	Tier 0 (Self Help)
	A level of support provided to users via a web-based portal.  This Self-Help level of support assists Users resolve lower level of difficulty Incidents and/or Service Requests.  The Incidents and/or Service Requests handled at this level of support typically can be resolved through the direct effort of Users, rather than through the effort of resources associated with the Enterprise Service Desk.

	Tier 1 Support
	The first level in a hierarchy of support groups involved in the resolution of Incidents.  Each level contains a more specialized skill, knowledge, time or resource in support of their responsibilities.  Tier 1 is typically defined as the Enterprise Service Desk (ESD).

	Tier 2 Support
	The second level in a hierarchy of support groups involved in the resolution of Incidents and investigation of Problems.  Each level contains a more specialized skill, knowledge, time or resource in support of their responsibilities.  Tier 2 would be the next level of dispatch/escalation from Tier 1 (ESD) support.

	Tier 3 Support
	The third level in a hierarchy of support groups involved in the resolution of Incidents and investigation of Problems.  Each level contains a more specialized skill, knowledge, time or resource in support of their responsibilities.  Tier 3 would be the next level of dispatch/escalation from Tier 2 support.

	Underpinning Contract
	A Contract between an IT Service Contractor and a third party.  The third party provides goods or services that support the delivery of an IT Service to a Customer.  The Underpinning Contract defines targets and responsibilities that are required to meet agreed Service Level Targets in an SLA.

	Users
	A person who uses the IT Service on a day-to-day basis.  Users are distinct from Customers, as some Customers do not use the IT Service directly.


9 Referenced Document List

The following documents are referenced within the cross function requirements.  These documents may be found in the Technical Library section of the I3P web site at http://i3p.nasa.gov/
a. NASA Enterprise Service Management Concept of Operations

b. NPR 7120.7 NASA Information Technology and Institutional Infrastructure Program and Project Management Requirements 
c. NPR 2800.1, Managing Information Technology

d. NPR 2810.1 Security of Information Technology

e. NPR 2830.1 NASA Enterprise Architecture Procedures 
f. NPD 1000.0  NASA Strategic Management and Governance Handbook 
g. NASA Enterprise Service Desk Concept of Operations

h. NASA Enterprise Service Desk Performance Work Statement

i. NASA Enterprise Architecture Repository (NEAR) Interface Definition Specification
j. Government Availability Management Process

k. Government Capacity Management Process

l. Government Change Management Process

m. Government Incident Management Process

n. Government Information Security Management procedures and policy

o. Government IT Service Continuity Management Process

p. Government Knowledge Management Process

q. Government Problem Management Process

r. Government Release and Deployment Management (RDM) procedures

s. Government Release Plan (part of Government’s Release and Deployment Management (RDM) procedures and policy)

t. Government Request Fulfillment Process

u. Government Service Asset and Configuration Management (SACM) Process

v. Government Service Level Management Process

w. Government Supplier Management Process
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GENERAL SCOPE

The Web Enterprises Services and Technology (WEST) contract will provide NASA with an agency-wide capability to create, maintain and manage public web sites – primarily www.nasa.gov -- and ancillary services. Those services will include content management, search and collaborative such as blogs and wikis.

The goals of the WEST contract are to:

· Provide web services that will meet the needs of NASA’s diverse web community

· Improve current system, provide technology refresh and apply industry best practices

· Improve agility in adoption of tools and implementation of services

· Provide diversity of options for users while managing cost and scope

The WEST contract will also support some internal-facing services, such as insidenasa.nasa.gov and the NASA Engineering Network, which has internal and external users.

The WEST contract will be a firm, fixed-priced contract focused on performance metrics. NASA’s interest will be in the contractor’s performance against the metrics rather than in the contractor’s implementation. NASA will also be very interested in the contractor’s approach to infusing new technology into the infrastructure.

The WEST contract is one of five contracts under the Chief Information Officer’s Information Technology Infrastructure Integration Program (I3P). The WEST contractor will be expected to work with the other I3P contractors where WEST services need to be integrated with those other contracts. For example, the WEST contractor will be expected to provide Tier 2 Support Services, integrated with the Tier 1 Support Desk to be provided by NASA at the NASA Shared Services Center.

The WEST contractor will also support NASA’s efforts to use Information Technology Infrastructure Library, version 3, lifecycle processes.

8. General Requirements

8.1. The contractor shall provide ongoing support for www.nasa.gov and other sites, applications and services in NASA's shared public web infrastructure 

8.2. The contractor shall provide project planning and management to achieve desired goals, strategy, and requirements to maintain the NASA public web infrastructure and other associated components

8.3. The contractor shall support administration of tools and services, including content management, user management and workflow that are required to meet the operational functionality as noted in these requirements

8.4. The contractor shall only use development processes that allow cost-effective and efficient transition of the NASA shared public web infrastructure, with all of its attendant tools, components and services, to a subsequent contractor

8.5. The contractor shall provide a plan for transition of the NASA web infrastructure to a subsequent contractor that includes a comprehensive and industry-standard approach for migration or exporting of content, metadata, presentation and authoring templates, syndication structures and workflow from the existing hardware/software architecture to at least two NASA approved alternative web delivery architectures which are available from well-established contractors or available in the open source realm as described in DRD-WEST-011
8.6. The contractor shall manage this project consistent with NASA Policy Directive 7120.7

8.7. The contractor shall assist in the development of the strategic vision for the future evolution of this Agency-wide service

8.8. As directed by COTR, the contractor shall support NASA's overall I3P program by coordinating with contractors on other contracts to optimize service to NASA users and minimize duplication of effort, cost and gaps in services 

8.9. The contractor shall support and assist the NASA Chief Information Officer, Chief of Strategic Communications, their representatives and other members of NASA’s web-serving community with various content and technical issues as they relate to the web infrastructure and its operation

8.10. The contractor shall maintain NASA search system, collection updates, and category listings that are required to meet the operational functionality as noted in the requirements

8.11. The contractor shall provide and regularly update documentation and training necessary for system administrators, web developers, content authors, and other personnel to successfully use the web infrastructure

8.12. The contractor shall support agency authentication and authorization requirements and integrate with authentication and authorization infrastructure

8.13. The contractor shall include group, role, and/or user-based management and display of data and a simple way for NASA personnel to assign people to new groups and roles

8.14. The contractor shall recommend an integration strategy for incorporating designated NASA web sites and services into the shared public web infrastructure 

8.15. The contractor shall provide listing of off-the-shelf integration capabilities with web application servers, transactional applications, back-office systems, legacy data sources, and third-party applications as described in DRD-WEST-02
8.16. The contractor shall provide ongoing design support for new elements as they are created or incorporated within the existing overarching design of www.nasa.gov. Design elements shall meet the following criteria:

8.16.1. The contractor shall focus on NASA's unique mission and capabilities and draw upon the resources, including text, imagery, and multimedia available from within the Agency in unique and technologically innovative ways to achieve these ends

8.16.2. The contractor shall take best advantage of NASA's digital assets and extend its "high tech" image through the approach by using leading-edge products, tools and services along with certified industry standards

8.16.3. The contractor shall support consistent branding throughout the site

8.17. The contractor shall use industry-standard components and processes, as demonstrated by the use of those components and processes by industry leaders, in fulfillment of these requirements, unless approved by the COTR

8.18. The contractor shall support and maintain Inside NASA (http://insidenasa.nasa.gov), an internal portal for Agency personnel (employees and on site contractors) to communicate, collaborate, share knowledge, and quickly find information they need to get their jobs done

8.19. The contractor shall provide all services in accordance with applicable laws, regulations, and NASA procedural and regulatory guidance

8.20. The contractor shall provide all services required in this contract as part of the contract base unless the requirement explicitly states it will be met under the IDIQ portion of the contract

9. Content Management

9.1. General Content Management:

9.1.1. The contractor shall provide a system for end-to-end content lifecycle management, including creation, update, modification, expiration, deletion, archive and retrieval

9.1.2. The contractor shall provide an integrated suite of content management tools to manage through one interface the end-to-end life cycle of all content including, but not limited to web content, images, videos, wikis, blogs

9.1.3. The contractor shall provide sufficient storage and capacity for growth to host all content designated by NASA.   NB: Contractors can find current and historical data in the file “NASA Web Statistics” in the vendor library.

9.2. Web Content Management

9.2.1. The contractor shall provide a content management capability that is optimized for high volume news content.  The tool provided for this capability shall: 

9.2.1.1. Support as many users as required by NASA (currently approximately 600) in more than a dozen physical locations while still meeting performance requirements

9.2.1.2. Be fully functional through a cross-platform web interface that does not require additional software be loaded onto a user’s computer

9.2.1.3. Support as many simultaneous users as required by NASA (currently several dozen expected to grow to approximately 100) while still meeting performance requirements

9.2.1.4. Readily accommodate hundreds of updates per day, and dozens of updates per day to a single or collection of assets by multiple users,  while still meeting performance requirements

9.2.1.5. Provide an authoring system that requires minimal training and can be used by non-technical users

9.2.1.6. Allow users to upload one image to the tool(s) and have the tool(s) create all required thumbnail and other sizes needed without further action by the user, regardless of the size or aspect ratio of the original image (see "Use Cases: Current Content Management Capabilities" in the exhibits library)

9.2.1.7. Provide an automated image import capability that imports multiple images from a remote location and embeds them on web pages, which the tool(s) then publishes or submits to workflow, as authorized by the user (see "Use Cases: Current Content Management Capabilities" in the exhibits library)

9.2.1.8. Provide a simple process for creating linking files (e.g., files with mime types such as .ram or .asx) for videos requiring captioning, that allows the user to upload the caption file and automatically creates the linking file (see "Use Cases: Current Content Management Capabilities" in the exhibits library)

9.2.1.9. Allow pages to be updated by sending an e-mail to a specified address, which automatically converts the e-mail text to an RSS feed and embeds it on a designated page (see "Use Cases: Current Content Management Capabilities" in the exhibits library)

9.2.1.10. Allow users to create and edit content through a WYSIWYG interface, eliminating the need for users to know HTML formatting commands.

9.2.1.11. Allow users to output the content at any stage of its creation in PDF, plain paper or specialized paper formats such as NASA letterhead.

9.2.2. Workflow Requirements. NB These requirements shall apply to the high-volume news capability. The Contractor shall:

9.2.2.1. Include a customizable, rich workflow capability that allows easy update of content management processes by multiple roles, including creation, deletion, updating of roles or steps, and modifying rules within the workflows 

9.2.2.2. Allow users to create and modify workflows

9.2.2.3. Allow workflows to be assigned by content type, for example a podcast

9.2.2.4. Provide the ability for designated users to complete the publication process, bypassing intermediate steps for urgent reasons

9.2.2.5. Provide the ability to assign editorial roles to groups

9.2.2.6. Provide the ability to include authenticated users external to NASA networks in a workflow

9.2.2.7. Provide the ability to create workflows that automatically publish across multiple web sites within the NASA shared public infrastructure, even if those sites are maintained by different content management tools.

9.2.2.8. Develop new publication workflows, where needed, to incorporate content external to the content management system

9.2.3. Publishing Requirements.  NB These requirements shall apply to the high volume new capability. The Contractor shall:

9.2.3.1. Allow automatic publication, whether through metadata or some other means, of related content simultaneously with the publication of particular content; for example, when a news release is published, the content management tool should automatically publish all collections, pages or other content aggregations that include reference to that press release

9.2.3.2. Separate content from presentation in such a way as to provide the capability to publish any content in a variety of different formats, including, but not limited to, email, PDF, multiple devices such as cell phones and PDAs and others as identified by the COTR

9.2.3.3. Provide the ability to publish any asset immediately, at a scheduled time, periodically, or based on metadata attributes

9.2.3.4. Provide the ability for designated users to remove published content completely from the public site and any related sites (e.g., mirror sites or caching networks) to which it has been published

9.2.3.5. Provide the ability for designated users to publish multiple content items in bulk

9.2.3.6. Provide the ability to automatically publish content in a variety of designated formats suitable for viewing on handheld and other designated devices

9.2.4. Metadata Requirements.  NB These requirements shall apply to the high volume new capability. The Contractor shall:

9.2.4.1. Support common metadata formats such as Dublin Core 

9.2.4.2. Support the NASA Taxonomy

9.2.4.3. Support automated addition of metadata to content via the NASA STI machine-aided indexing system (reference: http://www.sti.nasa.gov/nasaonly/webmai/)

9.2.5. Versioning and Auditing Requirements.   NB These requirements shall apply to the high volume new capability. The Contractor shall:

9.2.5.1. Provide time and date stamps for each version

9.2.5.2. Provide version control and archiving for content elements

9.2.5.3. Provide the ability to rollback to specified versions

9.2.5.4. Provide an audit trail of updates to content

9.2.6. The contractor shall provide a content management capability that is optimized for other publication models, including, but not limited to: 

9.2.6.1. Informational brochure. NB, Examples of sites with an Informational brochure publication model include most organizational web sites (such as branch offices) and smaller project sites, where the focus is not time-based news, but reference material

9.2.6.2. Data catalog (typically an index to data sets that provides methods to browse and explore data collections); Examples of sites with a data catalog publication model include: 

9.2.6.2.1. http://heasarc.gsfc.nasa.gov

9.2.6.2.2. http://gcmd.gsfc.nasa.gov

9.2.6.3. The tool(s) provided for this capability shall:

9.2.6.3.1. Support as many users as required by NASA in more than a dozen physical locations while still meeting performance requirements

9.2.6.3.2. Be fully functional through a cross-platform web interface that does not require additional software be loaded onto a user’s computer

9.2.6.3.3. Support as many simultaneous users as required by NASA (currently several dozen expected to grow to approximately 100) while still meeting performance requirements

9.2.6.3.4. Provide an authoring system that requires minimal training and can be used by non-technical users

9.2.6.4. Multimedia repository

9.2.6.4.1. The contractor shall provide a content management tool that allows for the quick uploading and display of multiple (several dozen) multimedia files, including images, audio and video files. NB: The models for this capability are popular social media sites like Flickr and YouTube.

9.2.6.4.2. The contractor shall provide a means to directly embed representative element of the multimedia uploads on web pages created and managed through the high-volume news capability.

9.2.7. For all content management tools, the contractor shall:

9.2.7.1. Provide separate development, staging and production environments

9.2.7.2. Provide secure access from outside NASA networks 

9.2.7.3. Provide content visibility in the staging environment(s) on NASA networks without user-based authentication 

9.2.7.4. Provide content visibility in the staging environment(s) to designated reviewers outside NASA

9.2.7.5. Provide templates for “common functions”, including but not limited to user survey, feedback form, etc., to all content developers with the ability for designated content developers to customize the input fields from a master template

9.2.7.6. Provide role-based access to content and sections of the content management tool(s) as designated by NASA

9.2.7.7. Support multiple, simultaneous user authoring while still meeting performance requirements

9.2.7.8. Support multiple authoring modes, such as web forms with plain text, e-mail and e-mail updates to RSS feeds

9.2.7.9. Provide a WYSIWYG editing environment, akin to the Microsoft Word interface, for all content development

9.2.7.10. Provide multiple templates for new content

9.2.7.11. Provide templates that support creation of multiple versions of the same content. For example, in different languages or for different audiences, such as elementary and secondary students, that can be published to multiple designated locations; Or which can be published as static web content, RSS feed or mobile content

9.2.7.12. Develop new authoring and presentation templates where needed, to incorporate content into the public web infrastructure

9.2.7.13. Provide designated users the capability to create new templates

9.2.8. Repository. For all content-management tools, the contractor shall:

9.2.8.1. Provide the ability to successfully search from one interface for all content across all repositories

9.2.8.2. Provide an internal search capability to search by title, content type, keywords, date created, date modified and other unique identifying elements

9.2.8.3. Provide the capability to discover all locations where content has been embedded or published

9.3. Technical Documentation Requirements. The Contractor shall:
9.3.1. Provide professionally written technical documentation of the content management system(s) software operation 

9.3.2. Provide professionally written technical documentation for all content management interfaces

9.3.3. Provide professionally written technical documentation for NASA developers who create system components

9.3.4. Provide documentation required in this section as described in DRD-WEST-03
9.3.5. Provide the ability to search all documentation online

9.4. Content Integration Requirements. The Contractor shall:
9.4.1. Provide interfaces through which content can be integrated from sources external to the public web infrastructure:

9.4.1.1. Database-driven Web interfaces, such as the NASA Image Exchange (http://nix.nasa.gov)  

9.4.1.2. NASA science data sources that are available through W3C-standard web services.

9.4.1.3. Other content external to NASA web-service based data sources, such as Google and Yahoo web services

9.5. Multimedia  Management

9.5.1. The contractor shall provide the capability to encode video and audio into industry-standard formats adopted by NASA for live streaming

9.5.2. The contractor shall provide the capability to transcode from common video and audio file formats/codecs (including but not limited to WindowsMedia, RealMedia, Quicktime, DIVX, MPEG-2/3/4) uploaded by authenticated NASA users into the streaming format adopted by NASA

9.5.3. The contractor shall update this capability to allow for transcoding of formats that become common in the future 

9.5.4. The contractor shall perform services under section 2.5 for the Office of Public Affairs as part of the base contract

9.5.5. The contractor shall perform services under section 2.5 for other NASA users under the IDIQ portion of this contract

10. Collaboration Services.  The contractor shall provide the following collaborative services:
10.1. Team Workspace Extranet

10.1.1. The contractor shall support predefined communities of practice or teams

10.1.2. The contractor shall provide file sharing capability

10.1.3. The contractor shall support an announcement/news capability

10.1.4. The contractor shall support customizing the available capabilities offer via an individual community or team

10.1.5. The contractor shall enable membership into a community or team based on roles in a directory

10.1.6. The contractor shall enable individual membership in a community or team through invitation or self-registration

10.1.7. The contractor shall provide the capability to host online meetings through web conferencing

10.2. Shared Calendaring

10.2.1. The contractor shall provide a shared calendaring function that can support multiple publishers

10.2.2. The contractor shall provide multiple views of a shared calendaring function that is individual, team, and global

10.2.3. The contractor shall allow the calendar to be embedded on web pages.

10.2.4. The contractor shall allow calendar to be synchronized with external calendaring systems, including Microsoft Exchange

10.3. Blogs: The contractor shall provide the capability for NASA users to create and maintain blogs, either as individual users or as groups. This capability:

10.3.1. Shall allow for user creation, modification, and deletion of content

10.3.2. Shall provide authentication of users for content entry and modification

10.3.3. Shall allow for removal or restriction of users

10.3.4. Shall allow for updates to content without modifying publication date that is for editorial correction

10.3.5. Shall allow for anonymous viewing of unrestricted content

10.3.6. Shall allow for restricted access to content

10.3.7. Shall have a WYSIWYG  editor including but not limited to preview including embedded graphics

10.3.8. Shall provide templates for layout

10.3.9. Shall allow designated NASA users to customize the blog's appearance

10.3.10. Shall provide a page history, activity log, and archive for content

10.3.11. Shall support content export into other formats including but not limited to PDF, XML, Microsoft Word, ODF, mobile and PDA

10.3.12. Shall support the ability for upload and link to file attachments including but not limited to Microsoft Office, multimedia, XML, and HTML

10.3.13. Shall support the ability to search and index blog content

10.3.14. Shall support the ability to easily embed, size and lay out images

10.3.15. Shall support page redirection

10.3.16. Shall have taxonomy support (namespaces, categories, and hierarchies) integrated to NASA Taxonomy

10.3.17. Shall support change notification for publishers and users

10.3.18. Shall support tracking for orphaned pages

10.3.19. Shall support blog comments

10.3.20. Shall allow for moderation of blog comments or submissions

10.4. Wikis : The contractor shall provide a wiki, that is, a collection of Web pages designed to enable anyone who accesses it to contribute or modify content, using a simplified markup language. This capability:

10.4.1. Shall allow for user creation, modification, and deletion of pages

10.4.2. Shall provide authentication of users for content entry and modification

10.4.3. Shall allow for removal or restriction of users

10.4.4. Shall allow for anonymous viewing of unrestricted wiki content

10.4.5. Shall allow for restricted access to content

10.4.6. Shall have a WYSIWYG editor including but not limited to preview including embedded graphics

10.4.7. Shall provide a page history and archive for wiki content

10.4.8. Shall provide templates for layout

10.4.9. Shall allow customized layout

10.4.10. Shall provide a page history, activity log, and archive for content

10.4.11. Shall support content export into other formats including but not limited to PDF, XML, Microsoft Word, ODF. mobile and PDA

10.4.12. Shall support the ability for file attachments including but not limited to Microsoft Office, multimedia, XML, and HTML

10.4.13. Shall support the ability to search and index wiki content

10.4.14. Shall support the ability to easily embed, modify, and layout images

10.4.15. Shall support page redirection

10.4.16. Shall have taxonomy support (namespaces, categories, and hierarchies) integrated to NASA Taxonomy

10.4.17. Shall support change notification for publishers and users

10.4.18. Shall support tracking for orphaned pages

10.4.19. Shall support page comments

10.4.20. Shall allow for moderation of page comments or submissions

10.5. Forums -  The contractor shall provide threaded discussion forums. This capability:

10.5.1. Shall provide the ability to archive and search forum content

10.5.2. Shall provide unmoderated user forums with user login

10.5.3. Shall provide semi-moderated user forums with user login where users are moderated by moderator approval for posting and removal of postings after the fact

10.5.4. Shall provide fully moderated user forums with user login and moderator approval of every post

10.6. Polls and Voting: The contractor shall provide tools for conducting polls of external users, allowing the vote on topics or in contests or to rank choices. This capability:

10.6.1. Shall provide the ability to conduct polls of users (e.g., contests to name spacecraft or rank ideas) 

10.6.2. Shall provide the ability to offer quizzes to users

10.6.3. Shall provide for polls that allow multiple forms of response, e.g., single answer from a choice of several, multiple answers from a choice of several, or free text

10.6.4. Shall provide for polls that allow users to rank and order offered choices

10.6.5. Shall provide the ability to show or hide poll and quiz results

10.6.6. Shall provide polls and quizzes on any content type such as videos, photos, etc.

10.6.7. Shall be able to provide polls and quizzes on blogs and wikis

10.7. Commenting: The contractor shall provide the ability for users to comment on NASA content, with safeguards against inappropriate content, on any Web page or feature. This capability:

10.7.1. Shall accept comments

10.7.2. Shall prescreen comments for objectionable phrases including possible variants 

10.7.3. Shall allow moderation of comments

10.7.4. Shall ensure comments are coming from users, not from automated systems

10.7.5. Shall allow for removal of comments

10.7.6. Shall allow comment responses

10.8. Feeds/Alerts/Notification. The contractor shall provide the ability for external and internal users to subscribe to content based on specific categories of content. This capability:

10.8.1. Shall output such automated syndication or subscriptions to multiple formats including but not limited to SMS, RSS, and to external list serves

10.8.2. Shall ensure that syndication channels identified by NASA (including inbound RSS and syndication) are incorporated into the www.nasa.gov site

10.8.3. Shall coordinate and provide content-import services for content to be integrated. This task will include the meta-tagging of content.

10.8.4. Shall support syndication, by contractor or third-party, of content via automated e-mail alerts; This capability is currently provided by GovDelivery

10.8.5. Shall support automated ingestion of e-mailed content and embedding into web pages; This capability  is currently provided by the eTouch email2RSS tool.

10.8.6. Shall provide an alert capability for new or pre-defined items on a periodic basis that is at least daily

10.8.7. Shall provide the ability for users to modify their subscriptions to content managed within  the NASA shared public infrastructure

10.8.8. Shall provide a user-defined notification when an action is required to approve an item in any of these collaboration tools or the content-management tool(s)

10.9. Content Rating.

10.9.1. The contractor shall provide external visitors with the ability to rate content

10.9.2. The contractor shall display the rating and number of ratings on the content

10.9.3. The contractor shall automatically generate a "highest-rated" collection that can be embedded on a web page

10.9.4. The contractor shall allow NASA users to limit the automated "highest-rated" collection to content that has received a minimum number of ratings

10.9.5. The contractor shall allow for the creation of a "highest-rated" collection from among a subset of content (e.g., recent features on Mars exploration)

10.10. Recommendations: The contractor shall provide the ability to offer content recommendations to external visitors based on the aggregate  behavior of other visitors, e.g., a automatically generated collection of links to "People who read this also read . . ."
10.11. Tagging

10.11.1. The contractor shall allow external visitors to "tag" content with keywords through an open-text field

10.11.2. The contractor shall prescreen tags for objectionable phrases including possible variants 

10.11.3. The contractor shall allow moderation of comments

10.11.4. The contractor shall ensure comments are coming from users not from automated systems

10.11.5. The contractor shall allow removal of comments

10.11.6. The contractor shall provide the ability to automatically aggregate content by common tags

10.11.7. The contractor shall provide the ability to analyze user tags and develop them into a "folksonomy"

10.12. Tag Cloud: The contractor shall provide the ability to create and embed in Web pages a “tag cloud”, that is, a visual representation of user tags, search queries or other text elements that visually conveys an assigned value to each element (e.g., “most frequent search queries”
10.13. Social Bookmarking : The contractor shall provide external users with the ability to bookmark NASA content to popular social bookmarking sites such Digg, Deli.cio.us, Reddit and others
10.14. Moderated Live Chat

10.14.1. The contractor shall support for streams to answer questions virtually to accompany a live event

10.14.2. The contractor shall allow moderated chat with an expert

10.15. Listserve: The contractor shall provide a listerve capability to e-mail press releases and other documents designated by NASA to lists of e-mail addresses
10.16. The contractor shall provide an FTP or other file-sharing capability

10.16.1. The contractor shall provide, as part of the FTP capability, the capability to accept files from any users

10.16.2. The contractor shall effectively isolate files uploaded from outside NASA until the contractor verifies they are safe to post within the broader environment

10.16.3. The contractor shall provide that only designated NASA users can upload directly to the FTP server

10.16.4. The contractor shall provide the capability to make designated files of the FTP server visible to all NASA users

11. Data Center Services 

11.1. Base data center services

11.1.1. The contractor shall provide, as part of the contract base, sufficient data center and network services, capabilities and capacity to fulfill all requirements of the contract base and to meet all performance metrics

11.1.2. For www.nasa.gov, contractor shall provide 50 terabytes (TB) of storage at contract start and sufficient capacity to accommodate growth, based on historical data found in “NASA Web Statistics” in the vendor library.

11.1.3. For other sites in the existing infrastructure and new sites, contractor shall provide 100 gigabytes (GB) of storage as part of the contract base

11.1.4. Contractor shall allow sites other than www.nasa.gov to purchase storage beyond the base amount as part of the IDIQ portion of the contract.

11.2. The contractor shall provide the additional data center services required in sections 5.3 through 5.6 under the IDIQ portion of the contract:

11.3. Hosting Services

11.3.1. Computing Services

11.3.1.1. The contractor shall provide server environments for customer web sites and applications in the following configurations;  N.B. These environments are typically for customers that will install, configure, operate and maintain their own web sites and applications but will require an operating system to be supplied

11.3.1.1.1. Dedicated host

11.3.1.1.2. Shared host

11.3.1.1.3. Virtual environments (e.g., VMware)

11.3.1.2. The server environment operating systems shall include but not be limited to

11.3.1.2.1. Microsoft Windows Server including all of its variants;  N.B. Variants here include but are not limited to Standard, Enterprise, Datacenter, WebServer editions in 32-bit and 64-bit and with or without Hyper-v

11.3.1.2.2. Red Hat Linux including all of its variants; N.B. Variants here include but are not limited to Enterprise Linux server and Enterprise Linux Advanced Platform versions, including 32-bit and 64-bit

11.3.1.2.3. Sun Solaris including all of its variants; N.B. Variants here refers to clustering and containers, including 32-bit and 64-bit

11.3.1.3. The server environments shall scale to accommodate Web site and application requirements including but not limited to:

11.3.1.3.1. Load

11.3.1.3.2. Performance

11.3.2. Data Storage Services

11.3.2.1. The contractor shall provide tiered storage services in support of customer web sites and applications.  N.B. The accepted definition of tiered storage is from the Storage Networking Industry Association

11.3.2.1.1. Tier 1

11.3.2.1.2. Tier 2

11.3.2.1.3. Tier 3

11.3.2.1.4. Tier 4

11.3.2.2. The contractor shall provide efficient Information Lifecycle Management (ILM) for all tiered storage services;  N.B. The accepted definition of ILM is from the Storage Networking Industry Association

11.3.3. Backup and Recovery Services: The contractor shall provide configurable backup and recovery services for customer systems, storage, web sites, applications and databases based on the customer’s Recovery Point Objective (RPO), Recovery Time Objective (RTO), data retention policy and off-site storage policy

11.3.4. Database Services: 

11.3.4.1. The contractor shall provide hosted database instances using the following database systems;  N.B.  These databases will support customer web sites and applications hosted within the contractor data center and also within NASA network/Center locations

11.3.4.1.1. Oracle including all of its variants;  N.B. Variants here include Enterprise Edition, Standard Edition, Standard Edition One and Express Edition, including 32-bit and 64-bit

11.3.4.1.2. MySQL including all of its variants N.B. Variants here include Enterprise and Cluster, including 32-bit and 64-bit.

11.3.4.1.3. Microsoft SQL Server including all of its variants; N.B. Variants here includes Enterprise, Standard, Workgroup, Web and Developer, including 32-bit and 64-bit

11.3.4.1.4. PostgreSQL, including 32 and 64-bit

11.3.4.2. The contractor shall provide database administration (DBA) support for customer databases

11.4. Housing Services

11.4.1. The contractor shall provide enterprise data center co-location services for NASA-provided systems in a Tier 3 data center for the following systems;  N.B. Tier 3 is defined by the Uptime Institute

11.4.1.1.1. Servers

11.4.1.1.2. Storage systems

11.4.1.1.3. Network hardware

11.5. Network Services

11.5.1. The contractor shall provide following network services including the associated management, operations, reporting and metrics as described in DRD-WEST-04
11.5.1.1. Network connectivity

11.5.1.2. Network routing

11.5.1.3. Access/traffic segregation;  N.B This means that customer systems may be restricted to NASA network only vs. open to the public

11.5.1.4. Domain name system (DNS)

11.5.1.5. IP address

11.5.1.6. Allocated bandwidth

11.5.1.7. Net realized throughput

11.5.1.8. Virtual private network (VPN)

11.5.1.9. IP filtering

11.6. Value-Added Data Center Services

11.6.1. Web Site Hosting Services

11.6.1.1. The contractor shall provide tiered web site hosting and development “bundles,” comparable to industry-leading, private enterprise commodity hosting providers, including but not limited to the following;  N.B. Examples of these providers include Hostway, GoDaddy and Rackspace

11.6.1.1.1. Microsoft Windows Web Bundles

11.6.1.1.1.1. Microsoft Windows Web Bundle 1

11.6.1.1.1.1.1. IIS

11.6.1.1.1.1.2. 100 GB of space (Web + database)

11.6.1.1.1.1.3. 300 GB data transfer baseline per month

11.6.1.1.1.1.4. interface to Agency e-mail system

11.6.1.1.1.1.5. 24x7x365 sftp access (w/ NAMS authentication/authorization interface)

11.6.1.1.1.1.6. 404 customization tool

11.6.1.1.1.1.7. Microsoft FrontPage extensions

11.6.1.1.1.1.8. MS SQL database

11.6.1.1.1.1.9. Local site search

11.6.1.1.1.1.10. Perl

11.6.1.1.1.1.11. subdomains

11.6.1.1.1.1.12. alias domains

11.6.1.1.1.1.13. metrics reporting (site statistics)

11.6.1.1.1.1.14. raw log access

11.6.1.1.1.1.15. blogs

11.6.1.1.1.1.16. forums

11.6.1.1.1.1.17. image galleries

11.6.1.1.1.1.18. wiki

11.6.1.1.1.1.19. guestbooks

11.6.1.1.1.1.20. content management system

11.6.1.1.1.1.21. Web site control panel

11.6.1.1.1.1.22. Web site builder with templates

11.6.1.1.1.1.23. ASP

11.6.1.1.1.1.24. ASP.NET

11.6.1.1.1.1.25. ASP.NET AJAX

11.6.1.1.1.1.26. PhP

11.6.1.1.1.1.27. ASP support tools

11.6.1.1.1.1.28. Ajax framework

11.6.1.1.1.2. Microsoft Windows Web Bundle 2

11.6.1.1.1.2.1. IIS

11.6.1.1.1.2.2. 250 GB of space (Web + database)

11.6.1.1.1.2.3. 750 GB data transfer baseline per month

11.6.1.1.1.2.4. interface to Agency e-mail system

11.6.1.1.1.2.5. 24x7x365 sftp access (w/ NAMS authentication/authorization interface)

11.6.1.1.1.2.6. 404 customization tool

11.6.1.1.1.2.7. Microsoft FrontPage extensions

11.6.1.1.1.2.8. MS SQL database

11.6.1.1.1.2.9. Local site search

11.6.1.1.1.2.10. Perl

11.6.1.1.1.2.11. subdomains

11.6.1.1.1.2.12. alias domains

11.6.1.1.1.2.13. metrics reporting (site statistics)

11.6.1.1.1.2.14. raw log access

11.6.1.1.1.2.15. blogs

11.6.1.1.1.2.16. forums

11.6.1.1.1.2.17. image galleries

11.6.1.1.1.2.18. wiki

11.6.1.1.1.2.19. guestbooks

11.6.1.1.1.2.20. content management system

11.6.1.1.1.2.21. Web site control panel

11.6.1.1.1.2.22. Web site builder with templates

11.6.1.1.1.2.23. ASP

11.6.1.1.1.2.24. ASP.NET

11.6.1.1.1.2.25. ASP.NET AJAX

11.6.1.1.1.2.26. PhP

11.6.1.1.1.2.27. ColdFusion

11.6.1.1.1.2.28. ASP support tools

11.6.1.1.1.2.29. Ajax framework

11.6.1.1.1.3. Microsoft Windows Web Bundle 3

11.6.1.1.1.3.1. IIS

11.6.1.1.1.3.2. 500 GB of space (Web + database)

11.6.1.1.1.3.3. 1 TB data transfer baseline per month

11.6.1.1.1.3.4. interface to Agency e-mail system

11.6.1.1.1.3.5. 24x7x365 sftp access (w/ NAMS authentication/authorization interface)

11.6.1.1.1.3.6. 404 customization tool

11.6.1.1.1.3.7. Microsoft FrontPage extensions

11.6.1.1.1.3.8. MS SQL database or Oracle database (user choice)

11.6.1.1.1.3.9. Local site search

11.6.1.1.1.3.10. Perl

11.6.1.1.1.3.11. subdomains

11.6.1.1.1.3.12. alias domains

11.6.1.1.1.3.13. metrics reporting (site statistics)

11.6.1.1.1.3.14. raw log access

11.6.1.1.1.3.15. blogs

11.6.1.1.1.3.16. forums

11.6.1.1.1.3.17. image galleries

11.6.1.1.1.3.18. wiki

11.6.1.1.1.3.19. guestbooks

11.6.1.1.1.3.20. content management system

11.6.1.1.1.3.21. Web site control panel

11.6.1.1.1.3.22. Web site builder with templates

11.6.1.1.1.3.23. ASP

11.6.1.1.1.3.24. ASP.NET

11.6.1.1.1.3.25. ASP.NET AJAX

11.6.1.1.1.3.26. PhP

11.6.1.1.1.3.27. ColdFusion

11.6.1.1.1.3.28. ASP support tools

11.6.1.1.1.3.29. Ajax framework

11.6.1.1.2. Red Hat Linux Web Bundles

11.6.1.1.2.1. Red Hat Linux Web Bundle 1

11.6.1.1.2.1.1. Apache HTTP server

11.6.1.1.2.1.2. Tomcat

11.6.1.1.2.1.3. 100 GB of space (Web + database)

11.6.1.1.2.1.4. 300 GB data transfer baseline per month

11.6.1.1.2.1.5. interface to Agency e-mail system

11.6.1.1.2.1.6. 24x7x365 sftp access (w/ NAMS authentication/authorization interface)

11.6.1.1.2.1.7. 404 customization tool

11.6.1.1.2.1.8. Microsoft FrontPage extensions

11.6.1.1.2.1.9. MySQL database

11.6.1.1.2.1.10. Local site search

11.6.1.1.2.1.11. Perl

11.6.1.1.2.1.12. subdomains

11.6.1.1.2.1.13. alias domains

11.6.1.1.2.1.14. metrics reporting (site statistics)

11.6.1.1.2.1.15. raw log access

11.6.1.1.2.1.16. blogs

11.6.1.1.2.1.17. forums

11.6.1.1.2.1.18. image galleries

11.6.1.1.2.1.19. wiki

11.6.1.1.2.1.20. guestbooks

11.6.1.1.2.1.21. content management system

11.6.1.1.2.1.22. Web site control panel

11.6.1.1.2.1.23. Web site builder with templates

11.6.1.1.2.1.24. Server side includes

11.6.1.1.2.1.25. Python CGI

11.6.1.1.2.1.26. Java

11.6.1.1.2.1.27. Ruby CGI

11.6.1.1.2.1.28. Ruby on Rails

11.6.1.1.2.1.29. PhP

11.6.1.1.2.1.30. Ajax platform

11.6.1.1.2.2. Red Hat Linux Web Bundle 2

11.6.1.1.2.2.1. Apache HTTP server

11.6.1.1.2.2.2. Tomcat

11.6.1.1.2.2.3. 250 GB of space (Web + database)

11.6.1.1.2.2.4. 750 GB data transfer baseline per month

11.6.1.1.2.2.5. interface to Agency e-mail system

11.6.1.1.2.2.6. 24x7x365 sftp access (w/ NAMS authentication/authorization interface)

11.6.1.1.2.2.7. 404 customization tool

11.6.1.1.2.2.8. Microsoft FrontPage extensions

11.6.1.1.2.2.9. MySQL database

11.6.1.1.2.2.10. Local site search

11.6.1.1.2.2.11. Perl

11.6.1.1.2.2.12. subdomains

11.6.1.1.2.2.13. alias domains

11.6.1.1.2.2.14. metrics reporting (site statistics)

11.6.1.1.2.2.15. raw log access

11.6.1.1.2.2.16. blogs

11.6.1.1.2.2.17. forums

11.6.1.1.2.2.18. image galleries

11.6.1.1.2.2.19. wiki

11.6.1.1.2.2.20. guestbooks

11.6.1.1.2.2.21. content management system

11.6.1.1.2.2.22. Web site control panel

11.6.1.1.2.2.23. Web site builder with templates

11.6.1.1.2.2.24. Server side includes

11.6.1.1.2.2.25. Python CGI

11.6.1.1.2.2.26. Java

11.6.1.1.2.2.27. Ruby CGI

11.6.1.1.2.2.28. Ruby on Rails

11.6.1.1.2.2.29. PhP

11.6.1.1.2.2.30. ColdFusion

11.6.1.1.2.2.31. Ajax platform

11.6.1.1.2.3. Red Hat Linux Web Bundle 3

11.6.1.1.2.3.1. Apache HTTP server

11.6.1.1.2.3.2. Tomcat

11.6.1.1.2.3.3. 500 GB of space (Web + database)

11.6.1.1.2.3.4. 1 TB data transfer baseline per month

11.6.1.1.2.3.5. interface to Agency e-mail system

11.6.1.1.2.3.6. 24x7x365 sftp access (w/ NAMS authentication/authorization interface)

11.6.1.1.2.3.7. 404 customization tool

11.6.1.1.2.3.8. Microsoft FrontPage extensions

11.6.1.1.2.3.9. MySQL database or Oracle database (user choice)

11.6.1.1.2.3.10. Local site search

11.6.1.1.2.3.11. Perl

11.6.1.1.2.3.12. subdomains

11.6.1.1.2.3.13. alias domains

11.6.1.1.2.3.14. metrics reporting (site statistics)

11.6.1.1.2.3.15. raw log access

11.6.1.1.2.3.16. blogs

11.6.1.1.2.3.17. forums

11.6.1.1.2.3.18. image galleries

11.6.1.1.2.3.19. wiki

11.6.1.1.2.3.20. guestbooks

11.6.1.1.2.3.21. content management system

11.6.1.1.2.3.22. Web site control panel

11.6.1.1.2.3.23. Web site builder with templates

11.6.1.1.2.3.24. Server side includes

11.6.1.1.2.3.25. Python CGI

11.6.1.1.2.3.26. Java

11.6.1.1.2.3.27. Ruby CGI

11.6.1.1.2.3.28. Ruby on Rails

11.6.1.1.2.3.29. PhP

11.6.1.1.2.3.30. ColdFusion

11.6.1.1.2.3.31. Ajax platform

11.6.1.1.3. Solaris Web Bundles

11.6.1.1.3.1. Solaris Web Bundle 1

11.6.1.1.3.1.1. Sun Java System Web Server

11.6.1.1.3.1.2. GlassFish

11.6.1.1.3.1.3. Tomcat

11.6.1.1.3.1.4. 100 GB of space (Web + database)

11.6.1.1.3.1.5. 300 GB data transfer baseline per month

11.6.1.1.3.1.6. interface to Agency e-mail system

11.6.1.1.3.1.7. 24x7x365 sftp access (w/ NAMS authentication/authorization interface)

11.6.1.1.3.1.8. 404 customization tool

11.6.1.1.3.1.9. MySQL database

11.6.1.1.3.1.10. Local site search

11.6.1.1.3.1.11. Perl

11.6.1.1.3.1.12. subdomains

11.6.1.1.3.1.13. alias domains

11.6.1.1.3.1.14. metrics reporting (site statistics)

11.6.1.1.3.1.15. raw log access

11.6.1.1.3.1.16. blogs

11.6.1.1.3.1.17. forums

11.6.1.1.3.1.18. image galleries

11.6.1.1.3.1.19. wiki

11.6.1.1.3.1.20. guestbooks

11.6.1.1.3.1.21. content management system

11.6.1.1.3.1.22. Web site control panel

11.6.1.1.3.1.23. Web site builder with templates

11.6.1.1.3.1.24. Server side includes

11.6.1.1.3.1.25. Python CGI

11.6.1.1.3.1.26. Java

11.6.1.1.3.1.27. Ruby CGI

11.6.1.1.3.1.28. Ruby on Rails

11.6.1.1.3.1.29. PhP

11.6.1.1.3.1.30. Ajax platform

11.6.1.1.3.2. Solaris Web Bundle 2

11.6.1.1.3.2.1. Sun Java System Web Server

11.6.1.1.3.2.2. GlassFish

11.6.1.1.3.2.3. Tomcat

11.6.1.1.3.2.4. 250 GB of space (Web + database)

11.6.1.1.3.2.5. 750 GB data transfer baseline per month

11.6.1.1.3.2.6. interface to Agency e-mail system

11.6.1.1.3.2.7. 24x7x365 sftp access (w/ NAMS authentication/authorization interface)

11.6.1.1.3.2.8. 404 customization tool

11.6.1.1.3.2.9. MySQL database

11.6.1.1.3.2.10. Local site search

11.6.1.1.3.2.11. Perl

11.6.1.1.3.2.12. subdomains

11.6.1.1.3.2.13. alias domains

11.6.1.1.3.2.14. metrics reporting (site statistics)

11.6.1.1.3.2.15. raw log access

11.6.1.1.3.2.16. blogs

11.6.1.1.3.2.17. forums

11.6.1.1.3.2.18. image galleries

11.6.1.1.3.2.19. wiki

11.6.1.1.3.2.20. guestbooks

11.6.1.1.3.2.21. content management system

11.6.1.1.3.2.22. Web site control panel

11.6.1.1.3.2.23. Web site builder with templates

11.6.1.1.3.2.24. Server side includes

11.6.1.1.3.2.25. Python CGI

11.6.1.1.3.2.26. Java

11.6.1.1.3.2.27. Ruby CGI

11.6.1.1.3.2.28. Ruby on Rails

11.6.1.1.3.2.29. PhP

11.6.1.1.3.2.30. Ajax platform

11.6.1.1.3.3. Solaris Web Bundle 3

11.6.1.1.3.3.1. Sun Java System Web Server

11.6.1.1.3.3.2. GlassFish

11.6.1.1.3.3.3. Tomcat

11.6.1.1.3.3.4. 500 GB of space (Web + database)

11.6.1.1.3.3.5. 1 TB data transfer baseline per month

11.6.1.1.3.3.6. interface to Agency e-mail system

11.6.1.1.3.3.7. 24x7x365 sftp access (w/ NAMS authentication/authorization interface)

11.6.1.1.3.3.8. 404 customization tool

11.6.1.1.3.3.9. MySQL database or Oracle database (user choice)

11.6.1.1.3.3.10. Local site search

11.6.1.1.3.3.11. Perl

11.6.1.1.3.3.12. subdomains

11.6.1.1.3.3.13. alias domains

11.6.1.1.3.3.14. metrics reporting (site statistics)

11.6.1.1.3.3.15. raw log access

11.6.1.1.3.3.16. blogs

11.6.1.1.3.3.17. forums

11.6.1.1.3.3.18. image galleries

11.6.1.1.3.3.19. wiki

11.6.1.1.3.3.20. guestbooks

11.6.1.1.3.3.21. content management system

11.6.1.1.3.3.22. Web site control panel

11.6.1.1.3.3.23. Web site builder with templates

11.6.1.1.3.3.24. Server side includes

11.6.1.1.3.3.25. Python CGI

11.6.1.1.3.3.26. Java

11.6.1.1.3.3.27. Ruby CGI

11.6.1.1.3.3.28. Ruby on Rails

11.6.1.1.3.3.29. PhP

11.6.1.1.3.3.30. Ajax platform

11.6.1.2. Web Site Interface to Content Management Tools

11.6.1.2.1. The contractor shall provide an interface for the content hosted in the infrastructure created under these requirements that allows the manually selection and automated promotion of the content into the Content Management Tools specified in Section 2

11.6.1.3. Web Site Availability Levels

11.6.1.3.1. The contractor shall offer a web site availability option of a minimum 99.95% (0.9995), which translates to no more than 4.38 hours per year of total downtime; “Availability” and “downtime” shall be defined as in the glossary. For purposes of this clause, scheduled downtime shall be excluded from the calculation.  

11.6.1.3.2. The contractor shall offer a web site availability option of a minimum 99.995% (.99995), which translates to no more than 26.28 minutes per year of total downtime. “Availability” and “downtime” shall be defined as in the glossary. For purposes of this clause, scheduled downtime shall be included in the calculation 

11.6.1.4. Web Site Support Levels

11.6.1.4.1. The contractor shall offer a web site support option for live, telephone technical support during normal NASA working hours, defined as 8 a.m. Eastern time to 8 p.m. Eastern time on days NASA or the Jet Propulsion Laboratory are open, even if the contractor is contractually closed

11.6.1.4.2. The contractor shall offer NASA users the option to purchase under the IDIQ portion of this contract, short-term support outside the hours described in 5.6.1.4.1

11.6.1.4.3. The contractor shall integrate its web-site support levels with the I3P Tier 1 support service

11.6.2. Security Interface

11.6.2.1. The contractor shall provide all hosted systems, sites and applications access to NASA authentication, authorization and directory systems including but not limited to:

· NASA Account Management System (NAMS);  N.B. This facilitates workflows to allow authorization and approval of account access

· NASA Consolidated Active Directory (NCAD);  N.B. This provides desktop login and application authentication/authorization (one-factor and two-factor)

· eAuthentication;  N.B This provides application authentication (one-factor and two factor)

· NASA Enterprise Directory (NED);  N.B. This provides directory lookup services for NASA employees;

· NASA Agency RSA Service (planned for 2009);  N.B. This will provide RSA security for applications that cannot use NCAD or eAuthentication

11.6.2.2. The contractor shall provide Secure Socket Layer (SSL) Certificates from VeriSign and NASA for hosted systems, sites and applications at the option of the requestor

11.6.3. Monitoring, Alerting and Reporting

11.6.3.1. The contractor shall provide configurable monitoring, alerting and reporting services for every system, Web site and application 

11.7. Technology/Services Review

11.7.1. NASA and the contractor shall conduct an annual technology review of all hardware, systems and offerings included within the Data Center Services

11.7.2. The contractor shall provide the following based on the report in 11.5.1 and upon NASA  authorization:

11.7.2.1. replenishment and refresh

11.7.2.2. upgrade

11.7.2.3. new technology and service insertion

11.7.2.4. technology and service innovation

12. Web Design Services

12.1. Web Design Graphics - The Contractor shall provide web graphic design services upon authorization by NASA

12.1.1. Graphics services shall include but not be limited to banners, icons, user interface, animations, Flash

12.2. Design Parameters - The Contractor shall meet all current NASA web design specifications and standardsvendor library as outlined in “NASA Pattern Library” in the vendor library..

12.3. Design services shall be provided in accordance with NASA style guides 

12.4. The contractor shall include 200 hours of design services in each contract year  for tasks authorized by the NASA COTR on behalf of the Office of Strategic Communications as part of the base services of the contract.

12.5. Other tasks performed under this section will be performed as part of the IDIQ portion of the contract

13. Video Services

13.1. Video Post-Production Services for Web delivery – The contractor shall provide delivery capabilities for streaming and downloadable Web videos as described in section 2.5. Multimedia Management and Section 19.3 Streaming

13.2. Provide the capability to transcode from common video and audio file formats/codecs (including but not limited to WindowsMedia, RealMedia, Quicktime, DIVX, MPEG-2/3/4) uploaded by authenticated NASA users into live and on-demand streaming and downloadable formats adopted by NASA

13.3. Transcoding as described in Section 2.5, “Multimedia,” and using distribution format exchange profile (DFXP) of the timed text authoring format (TT AF)

13.4. Closed captioning – The contractor shall provide synchronized closed captioning technologies for all NASA supported videos, as outlined in Section 2.5 Multimedia Management to comply with Section 508 Standards for Electronic and Information Technology, Subpart B - Technical Standards, Web-based Intranet and Internet Information and Applications (1194.22) parameters and guidelines

13.5. The contractor shall provide support for HD Web Video 480p, 720p, 1080i formats

13.6. The contractor shall provide HD video upload ability to library or video storage

13.7. The contractor shall include 200 hours of design services in each contract year for tasks authorized by the NASA COTR on behalf of the Office of Strategic Communications. as part of the base services of the contract. 

13.8. Other tasks performed under this section will be performed as part of the IDIQ portion of the contract

14. End-User Training

14.1. Training on all systems - The contractor shall provide professional training for new users, which consist of system administrators, web developers, content authors, and other personnel, to successfully use the content management tool(s), Web tools and applications provided by the contractor; Training shall include training manuals written in a clear and technically appropriate language on each process and application as described in DRD-WEST-05  

14.1.1. The contractor shall provide face-to-face training at each NASA center for up to 12 civil servants and contractor, at least once annually. 

14.1.2. Contractor shall provide weekly Web-based video conference (i.e. Webex) and online help tutorials; These sessions shall include training in use of the Content Management System, application of metadata, quality assurance methods, other tools and other topics designated by NASA 

14.2. The contractor shall provide necessary additional training as new users come on line and to existing users when new processes are implemented or current processes are updated

14.3. Contractor shall provide training to all necessary NASA users, up to 15 civil servants and/or contractors, before the start of the contract as outlined inSection 12 Transition

14.4. Training provided under the previous sections shall be part of the contract base

14.5. Contractor shall allow for NASA users to purchase additional training services under the IDIQ portion of the contract

15. General, User, and Contractor Application Development

15.1. General Requirements

15.1.1. The contractor shall provide and support standards-based development tools, (e.g, XML, CSS, DHTML, XSLT and other open standards)

15.1.2. Wherever possible, the contractor shall provide access to application data and business logic via industry-standard web services, such as Web Services Definition Language (WSDL) or Simple Object Access Protocol (SOAP)

15.1.3. Once an application has been developed, all NASA sites in the infrastructure that have the technical capability to use the application will have the option to do so.

15.2. NASA User/Customer-Developed Applications

15.2.1. The contractor shall provide the capability for users to create their own applications

15.2.1.1. The contractor shall provide an Application Programming Interface (API) and architecture to connect and interact with external systems and internal NASA systems managed by the contractor

15.2.1.2. The contractor shall provide for the ability to integrate with site analytics and reporting tools and services managed by the contractor

15.2.1.3. The contractor shall provide the ability to integrate with link checking utility tools

15.2.1.4. The contractor shall provide the ability to interface with external search engines managed by the contractor

15.2.1.5. The contractor shall provide for support for Agency content and metadata creation/contribution requirements

15.2.1.6. The contractor shall provide for the ability to integrate with personalization engines (e.g. filter content, change presentation based user preferences)

15.2.1.7. The contractor shall provide the ability to integrate with Lightweight Directory Access Protocol (LDAP) directories, in particular information from underlying directories that may be used for workflow routing and notifications

15.2.1.8. The contractor shall provide for a library for user-developed applications

15.2.1.9. The contractor shall provide security training for user-developed applications

15.2.1.10. The contractor shall be responsible for assessing and managing the security of these applications as part of its IT security plan

15.3. Contractor Developed Applications for NASA

15.3.1. The contractor shall provide cost and schedule estimates to perform web application development beyond the base capabilities of this contract as described in DRD-WEST-06
15.3.2. The contractor shall provide the ability to perform web application development as authorized by NASA

15.3.3. The contractor shall provide mandatory testing and security scanning for new applications

15.3.4. Applications developed under this section shall be delivered under the IDIQ portion of the contract

16. General Administration

16.1. The contractor shall provide NASA with a plan for fulfilling each requirement in this contract as described in DRD-WEST-07
16.2. The contractor shall provide a tool to check the continued validity of links from all sites managed within this infrastructure

16.3. Policy Compliance

16.3.1. The contractor shall manage all systems and services provided under this contract in compliance with federal laws and regulations and NASA policy, including but not limited to:

16.3.2. NASA Policy Directive and NASA Procedural Requirement 1440, “Records Management”

16.3.3. The contractor shall research and stay abreast of developing requirements and approaches to managing Web-related records;  Work with the NASA Records Officer to identify and address the appropriate management of records resulting from Web services provided under this contract;  Such activity may include participation in developing records retention schedules and proposed approaches for compliance with Federal records requirements

16.3.4. The contractor shall submit a plan for managing government-owned records as described in DRD-WEST-08
16.3.5. The contractor shall provide an inventory of contractor-held, government-owned records

16.3.6. NASA Policy Directive and NASA Procedural Requirement 2810, “Information Technology Security”

16.3.7. Section 508 of the Rehabilitation Act of 1973 for Electronic and Information Technology, per Subpart B - Technical Standards, Web-based Intranet and Internet Information and Applications (1194.22) parameters and guidelines

16.3.8. The contractor shall remain in compliance with NASA policy, as required in this section, as NASA policies are updated through the term of this contract

16.3.9. The contractor shall provide web-policy scanning and reporting capability across NASA public domains, for compliance for the areas specified in library 

16.4. Communications and outreach

16.4.1. The contractor shall regularly communicate the features and capabilities of systems and services available under this contract to NASA customers as described in DRD-WEST-09
16.4.2. The contractor shall participate in planning sessions as designated by the COTR, including the weekly Public Affairs Editorial Board and management telecons

16.4.3. Outage Notification

16.4.3.1. The contractor shall provide notification of any planned system or component outages to the COTR and affected NASA customers 5 business days in advance of the outage as described in DRD-WEST-10
16.4.3.2. The contractor shall provide notification of any unplanned system or component outages to the COTR and affected NASA customers within one hour of learning of its occurrence as described in DRD- WEST-10
16.4.3.3. Upon authorization from NASA, reschedule planned system outages to allow for critical events, such as launches, planetary encounters and major press announcements. as described in DRD- WEST-10
16.5. The contractor shall provide Enterprise-License Management of software licenses used to execute NASA Space Act Agreements and other NASA external web-related contracts

16.6. The contractor shall provide a capability for users to suggest improvements to any aspect of the system

16.6.1. The contractor shall regularly review, prioritize and disposition user comments with the COTR and NASA Home Page editor as described in DRD-WEST-11
16.7. The contractor shall work with NASA to determine configuration “lockdown” periods so infrastructure changes and improvements do not limit service during high-traffic periods

17. Project Management 

17.1. Contractor shall manage this task in accordance with NASA Program Requirement 7120.7

17.2. The project management plan shall cover all aspects of the program, including schedule, resources, and technology refreshment as described in DRD-WEST-12
17.3. The contractor shall provide NASA with a robust plan for technology updates including technology prototyping and site technology refresh as described in DRD-WEST-13
17.3.1. The contractor shall present technology plan updates periodically, but not less than quarterly as described in DRD- WEST-13
17.3.2. The contractor shall present concepts for technology infusion at least twice a year as described in DRD- WEST-13
17.3.3. The contractor shall present a comprehensive plan for a major site refresh , including graphic redesign, recommended changes to information architecture and new services and features one year after the start of the contract as described in DRD- WEST-13
17.4. The contractor shall document all services, tools, information architecture, processes, and configuration management processes and policies used to manage this task and provide documentation to NASA as described in DRD- WEST-12
17.5. The contractor shall provide a secure, authenticated, Web-based interface to input modification and administration direction to the contractor for change requests and incident tracking

17.5.1. The contractor shall allow users to initiate and track their change requests through an online system. NB: This service may be able to be provided through the I3P Tier I Service Desk referenced in section 

17.5.2. The contractor shall integrate system referenced in 11.4.1 with I3P Tier 1 service ordering desk

17.6. The contractor shall provide organizational structure and contact information for project management team and staff as described in DRD- WEST-12
17.7. Upon authorization by NASA, the contractor shall provide analysis of NASA sites outside  the public web infrastructure to assess the business case for integration into the main site as described in DRD- WEST-14
17.8. Support change management efforts in relation to web services

17.9. Upon authorization, provide requirements-development and cost estimates to NASA customers as described in DRD-WEST-06
18. Transition

18.1. Transition In

18.1.1. Contractor shall work with the current contractor to extract all NASA content and appropriate ancillary and supporting materials (e.g., style sheets, scripts and metadata) and have in production all content, functionality, processes and services capable of handling expected internal workload and external traffic no later than one week before the end of the contract transition; NB: Actual go-live date will be negotiated after contract award based on expected events, such as shuttle missions

18.1.2. No later than one week before the end of the contract transition, sites in the public web infrastructure will be ready to “go live” with the same user interface and functionality as the existing sites

18.1.3. Contractor shall keep contractor’s version of NASA sites current with NASA-managed sites through contract start date

18.1.4. Contractor shall meet these requirements, including transitioning content from existing infrastructure to the new infrastructure and providing quality assurance on the transitioned content, with no substantial direct labor by NASA or its current contractors

18.1.5. Legacy sites, including but not limited to the sites listed in the “Existing Sites” exhibit in the exhibits library, shall be migrated with no changes to content or interface and with no loss of functionality by no later than one week before the start of the contract

18.1.6. The contractor shall ingest available log files and metrics data from the current environment to provide an integrated view of metrics from January 31, 2003

18.1.7. The contractor shall perform and report to NASA the results of end-to-end audit of the existing site, including content and functionality as described in DRD-WEST-01 

18.1.8. The contractor shall perform and report to NASA the results of regression testing on contractor’s proposed infrastructure using the audit required under 18.1.7 as a baseline as described in DRD- WEST-01
18.1.9. The contractor shall provide, at a time to be negotiated, training to all NASA users on all required systems; Training should occur late enough in the transition that the systems are reasonably well-developed, but enough in advance to allow issues to be identified and corrected before "go live"

18.1.10. Contractor shall provide, two weeks before start of phase-in, a project plan for the transition in with milestones showing when each required feature will be fully operational, as outlined in DRD-WEST-01
18.1.10.1. Contractor shall provide weekly status reports discussing the transition progress and updating the project plan required in 18.1.10

18.2. Transition out

18.2.1. Contractor shall prepare and maintain inventories of all hardware, software (including versions), scripts, style sheets, architectures and other information essential to continued support of all services under this contract as described in DRD-WEST-15
18.2.2. Contractor shall annually provide information maintained under 18.2.1 available to NASA as described in DRD- WEST-15
18.2.3. Information under 18.2.1 shall be available for NASA to share with potential contractors in development of a contract to follow this contract

18.2.4. Contractor shall work with any other contractor(s) selected for a contract to follow this contract to ensure seamless transition of service delivery to NASA, its stakeholders and external customers

18.3. As part of both transition into this contract and out of it, contractor shall provide timely training to all appropriate NASA users sufficiently to fulfill their duties, as outlined in Section 8, “Training”

19. Delivery Services

19.1. Availability

19.1.1. The contractor shall provide 99.995 percent aggregated system-wide availability, measured over each contract week from 12:01 a.m. Eastern time Sunday through midnight Eastern time Saturday, including all content and internal components such as the content management tool(s), search services, hosting and streaming services, for www.nasa.gov and other designated sites. “Availability” shall be defined as in the glossary.
19.1.1.1. The calculation of total availability in 19.1.1 shall include scheduled downtime

19.1.1.2. Contractor shall meet the availability performance metric for each component of the infrastructure, including content management tools, data bases, search capability; The failure of any component system subject to the availability metric described in 19.1.1 shall be deemed an overall failure to meet that metric

19.1.2. For all sites not covered by 19.1.1, the contractor shall provide 99.95 percent aggregated system-wide availability each contract month, “Availability” shall be defined as in the glossary. For purposes of this calculation, planned downtime may be excluded from the calculation.
19.1.3. The contractor shall ensure content is globally visible within 10 minutes after it is published 

19.1.4. The contractor shall ensure a small subset of content designated by NASA is globally publicly visible within one minute after publication, e.g.,  the NASA homepage and the main shuttle page during a shuttle launch

19.1.5. The contractor shall provide 100 percent availability for "special events" of up to four weeks duration upon at least 30 days advance notice from NASA

19.1.5.1. For www.nasa.gov, the number and duration of special events shall be negotiated with NASA and included in the base contract

19.1.5.2. Beyond the base requirement for www.nasa.gov in 19.1.6.1, special-event level support shall be provisioned as part of the IDIQ portion of the contract

19.1.5.3. The contractor shall allow sites that would receive 99.95 percent uptime under the base to purchase 99.995 percent uptime as part of the IDIQ portion of the contract

19.1.6. The contractor shall provide a plan for rapidly increasing available bandwidth up to 60, 80 and 100 gbps to accommodate of an unplanned event that places NASA content in high demand

19.2. Bandwidth Management

19.2.1. For www.nasa.gov, contractor shall provide 1,500 mbps of bandwidth and contract start, and shall provide additional bandwidth throughout the period of performance sufficient to meet performance metrics and based on historical trend data in the vendor library.

19.2.2. For sites other than www.nasa.gov, the contractor shall provide peak bandwidth capacity of 50 gigabits per second (gbps) included in the base contract price.

19.2.3. Contractor shall allow all NASA sites to purchased additional bandwidth allocation on the IDIQ portion of this contract.

19.2.4. Contractor shall provide a secure, web-based tool for NASA to monitor bandwidth usage for all services in real-time

19.2.5. Contractor shall manage bandwidth usage within contractual limits and procedural guidelines set forth by NASA so there will be no unanticipated bandwidth costs to NASA

19.2.6. Contractor shall provide advance notification of expected traffic patterns, based on upcoming events and historical data, to allow NASA to manage priorities for bandwidth allocation and usage as described in DRD-WEST-16
19.3. Streaming 

19.3.1. Contractor shall provide streaming of live and stored content in industry-standard cross-platform format(s) designated by NASA (e.g., Adobe Flash) from NASA or NASA-approved non-NASA sources

19.3.2. Contractor shall provide round-the-clock streams designated by NASA. At the contract start date these will include:

· the NASA TV public channel

· the NASA TV media channel

· the NASA TV education channel

· video stream from the International Space Station

· Mission audio from the International Space Station

· Mission audio from the Space Shuttle

· Audio-only news conferences

19.3.2.1. Contractor shall have the capacity to provide other streams as designated by NASA

19.3.3. The contractor shall provide multiple ingress points for streaming content generated from geographically distributed sources
19.3.4. All live streams of NASA Television will be streamed at a resolution of at least 320 pixels by 240 pixels and a bit rate of at least 150 kilobits per second.
19.4. Handheld/Mobile -- Contractor shall optimize designated NASA content for mobile and handheld devices and automatically make it available to those devices without reformatting or republication by NASA users 

19.5. Integration with External Content Partners -- Contractor shall work with designated external content partners to provide integrated services, including Internet Archive and Yahoo! and others that may be designated in the future; NB: The requirement for Yahoo! streaming will only apply if the agreement is still in force

19.5.1. The contractor shall present search results from nasaimages.org integrated with image-search results from www.nasa.gov

19.5.2. The contractor shall present Yahoo-provisioned live streams of NASA Television in an integrated presentation with NASA-provisioned live streams

19.6. Performance

19.6.1. The contractor shall load www.nasa.gov pages in 7.5 seconds or less, as measured by a third-party service such as  Webmetrics

19.6.2. The contractor shall load pages for Web-based tools provided to NASA under this contract in 7.5 seconds or less, including previews, as measured by a third-party service such as Webmetrics

19.6.3. Performance metric shall be measured over the course of a week

19.6.4. Failure to meet the page-load metric in any system shall be regarded as not meeting the availability requirement outlined in 19.1.1

19.7. Load-Testing: The contractor shall perform load testing on all components of the proposed system to ensure performance at the levels prescribed by NASA

20. User Interface and Site Design

20.1. Navigation and Information Architecture

20.1.1. The contractor shall provide the ability for users designated by NASA to create or edit navigation in defined areas

20.1.2. The contractor shall provide, upon authorization by NASA, site maps or content maps for logical content collections

20.1.3. The contractor shall support naming convention and elements within the NASA taxonomy by using the taxonomy for categorical organization of content or by mapping content categories to the taxonomy. (Reference:  http://nasataxonomy.jpl.nasa.gov)

20.1.4. The contractor shall generate automatic bread crumb trails that are live links to the labeled content

20.2. Redesigns: The contractor shall manage and execute redesigns as directed by NASA; NB: This is expected to be IDIQ component

20.3. Usability 

20.3.1. The contractor shall perform usability testing quarterly, according to standards and best practices, such as those outlined on usability.gov

20.3.1.1. The contractor shall plan usability tests to meet requirements specified by NASA; For reference, see Usability Studies in Exhibit Library

20.3.1.2. The contractor shall conduct the tests and analyze and report the results and make recommendations

20.3.1.3. As directed by NASA, The contractor shall implement recommendations

20.3.1.4. During the phase-in period, but after the training required in section 12.1.9, conduct with NASA users an end-to-end usability test that will cover content creation, publication, syndication, all other features (such as polling, comment, content rating, etc.) and incorporate feedback and improvements into the overall system design and individual components before the contract start date

20.3.1.5. The contractor shall conduct usability tests for all new features and implement results before they go into production

20.4. Presentation

20.4.1. The contractor shall provide an integrated media player that can incorporate video from NASA and non-NASA sources together

20.4.2. The contractor shall support plug-ins and display documents as specified in NASA STD 2804

20.4.2.1. The contractor shall ensure that requirement 42.4.2 is met when NASA STD 2804 is updated

20.4.3. The contractor shall support STEP-compliant CAD files (as illustrated in http://llis.nasa.gov) 

20.4.4. The contractor shall  design new features to be fully functional for all appropriate user agents and operating systems in common use; As part of requirements definition for new features, The contractor shall negotiate specific user agents and operating systems, including versions with NASA

20.4.4.1. The contractor shall follow industry best practices for “graceful degradation” of content for user agents not covered by 42.4.4, so that those users receive the basic information on the site, presented effectively, e.g., without having to scroll through expanded navigation menus before getting to content

20.4.5. The contractor shall support ingest and display of content in multiple languages as required by NASA

21. Search Services  -- All nasa.gov public web sites

21.1. Metadata:  The contractor shall allow for detail metadata capture and management mechanisms for supporting long-term accessibility and search of information

21.2. Indexing -- The indexing function shall provide:

21.2.1. Ability to index common document and file types and format

21.2.2. Ability to index contents in standard databases

21.2.3. Ability to index database driven web-pages, content management systems and its associated metadata

21.2.4. Ability to index secure databases and repositories using automated authentication and authorization mechanisms, including http authentication, form-based authentication and NTLM

21.2.5. Ability to index external metadata repositories and their associated documents

21.2.6. Ability to index threaded discussions on the NASA Engineering Network, InsideNASA and public NASA web sites

21.2.7. Contractor shall index all publicly accessible content in the *.nasa.gov domain

21.2.8. The contractor shall allow site owners to request to be re-indexed

21.2.9. The search tool(s) shall be capable of indexing documents and file types in common use across NASA external web sites, including Microsoft Office documents and Adobe PDF files, but excluding scientific data formats, (e.g., CDF, HDF, FITS)

21.2.10. The contractor shall provide and support sufficient metadata for objects stored within the system to allow indexing and searching based on the Dublin Core and NASA Taxonomy standard; For example, the machine-aided indexing available at http://mai.larc.nasa.gov

21.2.11. The contractor shall provide a mechanism to expose indices as Web services including but limited to W3C-compliant Web services 

21.3. Browse capabilities shall include:

21.3.1. Ability to list search results with limited metadata fields and abstract

21.3.2. Ability to generate search results in list format (vs. table format)

21.3.3. Ability to print what is displayed on the screen

21.3.4. Ability to save formatted browse contents to a file

21.4. Federated/Coordinated Search

21.4.1. The contractor shall provide an interface for searching on a user’s desktop

21.5. Common Discretionary Access Controls

21.5.1. The system shall provide authentication against a common NASA identity manager

21.5.2. The system shall provide search results that are user-authorization aware

21.6. Multiple Repositories: The system shall provide concurrent search on multiple repositories, systems, databases, web sites and domains that provides users: (for an example, see http://nen.nasa.gov)

21.6.1. the capability to scope and limit searches to specific collections, repositories, systems, databases, web sites and domains

21.6.2. Full text search

21.6.3. Keyword search

21.6.4. Ranking search results

21.6.5. Selecting a subset from which to search

21.6.6. Use of a thesaurus

21.6.7. Use of wildcard characters

21.6.8. Use of boolean operations

21.6.9. Different levels of search including simple and advanced (including tiered, and by metadata)

21.6.10. Pre-canned searches (e.g., on “JPL”, on “my name”, “what’s new”)

21.6.11. Exact phrase and string searches

21.6.12. Use of natural language queries

21.6.13. Ability to save and name a search

21.6.14. Ability to recall a search

21.6.15. Ability to modify a recalled-search

21.6.16. Ability to create a short-cut link to a pre-canned search

21.6.16.1. A web-based interface

21.6.16.2. A toolbar interface compatible with NASA-approved browsers

21.6.16.3. Choose to see results in either sort-table or browse

21.6.16.4. Ability to toggle back and forth from sort table and browse formats. (Sort table is how the hits from the sort are presented)

21.6.16.5. Ability to drill down on search results through dynamically generated faceted navigation

21.6.16.6. Tag and specify the source of search result items, e.g. Lessons Learned, KM, Mishaps, etc.

21.6.16.7. A user interface for users and subject matter experts to tag and save relevant content with additional metadata and keywords

21.6.16.8. Spell check of queries and suggest alternate search terms

21.6.16.9. Ability to tune search results such that certain content will have higher ranking

21.7. Sort

21.7.1. The system shall be able to display search results on sort table.

21.7.2. The systems shall clearly indicate the search and sort criteria used to create the sort table

21.7.2.1. The system shall allow users to modify the sort table display, which includes the ability to:

21.7.2.2. Sort up or down on headers and/or columns

21.7.2.3. Select data to be presented in sort table

21.7.2.4. Ability to save formatted sort contents to a file

21.7.2.5. Ability to export using tab or comma-delimited format

21.7.2.6. The system shall provide the capability to print what’s on the screen

21.8. Taxonomy - including support for folksonomy and  "crowd wisdom"

21.8.1. The contractor shall develop an initial folksonomy from www.nasa.gov’s information architecture

21.9. Crowd Behavior

21.9.1. The contractor shall provide the tools that will allow NASA and external audiences to collaboratively develop a initial folksonomy

21.9.2. The contractor shall analyze crowd behavior and provide feedback for optimizing content and architecture

21.9.3. The contractor shall present users with both raw results and results based on crowd behavior

21.10. Results: The contractor shall provide search results consistent at all times with the content on the site

21.11. Directory: Currency of The contractor shall provide a browsable directory of NASA web sites tied to an underlying information architecture and metadata including but not limited to the NASA Taxonomy at http://nasataxonomy.jpl.nasa.gov

22. Help and Service Support 

22.1.  Contractor shall provide Tier 2 help desk support, incident response, problem management and service-ordering capabilities

22.2. Contractor shall integrate its Tier 2 help desk support, incident response and problem management systems  and align them with I3P ITIL processes

22.2.1. Contractor shall use the same software that the I3P Tier 1 Enterprise Service Desk for incident tracking, reporting and service ordering, which is currently Remedy, version 7

22.2.2. Contractor shall integrate its Remedy solution with the I3P Tier 1 

22.2.3. Contractor shall allow the Tier 1 Enterprise Service Desk sufficient visibility into its Remedy system to allow the Tier1 Enterprise Service Desk to track tickets to closure

22.2.4. Contractor shall provide appropriate training materials and scripts to the Enterprise Service Desk to help them triage calls properly

22.2.5. Contractor shall provide escalation procedures to the Enterprise Service Desk

22.2.6. Contractor shall provide metrics to the Enterprise Service Desk as described in DRD-WEST-17
22.3. Contractor shall provide tier 2 help desk support, incident response and problem management

22.3.1. Contractor shall provide help-desk support 8 a.m. to 8 p.m. Eastern U.S. time on days when the federal government or the Jet Propulsion Laboratory is open, even if contractually the contractor is closed on that day

22.3.2. Tier 2 help-desk support shall be provided via phone, e-mail and live chat

22.3.3. Upon authorization from NASA, contractor shall provide help-desk support at other times during special events

22.3.3.1. ”Special events” support as described in 22.3.3. will be provided as part of the contract base in amounts to be negotiated before contract start in support of www.nasa.gov coverage of mission events, such as space shuttle missions

22.3.3.2. Additional special-events support will be available for purchase by NASA users under the IDIQ portion of this contract

22.4. Subcontractors and partners

22.4.1. Contractor shall ensure that support infrastructure(s) used by its subcontractors and partners integrate with the Tier 1 Enterprise Service Desk as described in the Tier 1 Enterprise Service Desk Interface Definition Agreement (to be provided by NASA at contract award)

22.4.2. Contractor shall ensure that its subcontractors and partners provide support necessary to allow the contractor to meet the requirements of this section

22.5. Contractor shall allow for billing beyond agreed-upon service level

22.6. Contractor shall integrate with Tier 1 Enterprise Service Request System (ESRS) so that orders for IDIQ services are placed with the Enterprise Service Ordering System before being transferred to the contractor’s Tier 2 service-ordering system

23. METRICS

23.1. General Requirement: The contractor shall provide industry-standard, enterprise-grade performance and usage metrics to NASA to monitor and improve services and features

23.2. User Metrics: The contractor shall provide a secure, authenticated, Web-based metrics reporting site with access to current and historical data from Jan. 31, 2003;  Historical data in Common Log Format up to the contract start date will be provided as part of the contract transition

23.2.1. The contractor shall aggregate usage metrics on an hourly, daily, weekly, monthly and annual basis for each site provisioned in this infrastructure

23.2.2. The contractor shall track metrics for logical collections of content designated by NASA, with the capability to track individual URLs or media objects

23.2.3. The contractor shall maintain and retain metrics reports throughout the period of performance as described in DRD- WEST-17
23.2.4. The contractor shall maintain access to raw data files for historical analysis

23.2.5. The contractor shall provide user-metric data and analysis to NASA as described in DRD- WEST-17.

23.2.5.1. Metrics Analysis – The contractor shall provide additional reports and special analyses on authorization by NASA under the IDIQ portion of this contract.

23.2.5.2. The contractor shall integrate “click tracks” data from www.nasa.gov, ", such as search terms and navigation paths,with Foresee Results

23.3. Performance Metrics: The contractor shall ensure system performance at the following levels:

23.3.1. Availability metrics

23.3.1.1. 99.995 percent uptime for designated sites and services as defined in 19.1.1

23.3.1.2. 99.95 percent uptime for other sites and services as defined in 19.1.3

23.3.1.3. Page load time of 7.5 seconds as defined by:

23.3.2. The contractor shall provide contractor performance metrics on help and support services tie back to integrated service required

24. MyNASA

24.1. Contractor shall provide a portal-based product for end user personalization of www.nasa.gov content

24.1.1. The contractor shall provide a mechanism for MyNASA to store and remember a users customizations

24.1.2. The contractor shall allow a user to bookmark any feature, image or video from www.nasa.gov

24.1.3. Content Personalization

24.1.3.1. The contractor shall allow a user to view in MyNASA the content from any topical channel in www.nasa.gov; For example, Space Shuttle, Space Station, Aeronautics etc.

24.1.3.2. The contractor shall allow a user to view any www.nasa.gov RSS feed in MyNASA

24.1.3.3. The contractor shall allow a user to add any www.nasa.gov widgets to their customized MyNASA pages. For example, the NASA calendar

24.1.3.4. The contractor shall allow a user to create a custom image gallery from individual image pages in www.nasa.gov

24.1.3.5. The contractor shall allow a user to create and view a custom RSS feed based on metadata

24.1.4. Behavior Personalization

24.1.4.1. The contractor shall show in a single interface “MyNASA Participation” consisting of any blog or feature comments, ratings, and forum posts submitted by the user

24.1.4.2. The contractor shall allow a user to share their customizations with other users

24.1.4.3. The contractor shall allow a user to save searches performed on www.nasa.gov

24.2. Contractor shall provide a portal-based product to host applications 

24.2.1. The contractor shall support hosting of JSR-168 based applications

24.2.2. The contractor shall provide a role based authentication capability for end users

24.2.3. The contractor shall provide role based authentication capability for administrative users

25. Inside NASA

25.1. The contractor shall support and maintain Inside NASA (http://insidenasa.nasa.gov), an internal portal for Agency personnel (employees and on site contractors) to communicate, collaborate, share knowledge, and quickly find information they need to get their jobs done; Contractor shall provision Inside NASA so that it:

25.1.1. shall integrate distributed information, as well as hosts content when appropriate and needed

25.1.2. shall provide for distributed content providers and developers who will provide content and local championship

25.1.3. shall be integrated into the portal as required by application owners

25.1.4. shall be accessible only from NASA and contractor networks designated by NASA

25.2. The contractor shall design and manage InsideNASA as one of the principal avenues for single sign on and application integration

25.3. The contractor shall provide content creators and editors with the same content-management capabilities as the high-volume news publication model outlined in Section 2

25.4. The contractor shall provide central, efficiently-organized Web location for authorized NASA-wide information and applications

25.5. The contractor shall provide personalization capability

25.6. The contractor shall allow flexibility, scalability and reliability specifically for up to 8,000 registered users

25.7. The contractor shall allow Web hosting of static and dynamic content

25.8. Cross NASA Center connectivity

25.8.1. Shall integrate with NASA WAN connections

25.8.2. Shall provide VPN connection between NASA centers and InsideNASA datacenters

25.8.3. Shall provide LAN connectivity at each of the centers to the WAN and the InsideNASA datacenters

25.9. The contractor shall allow efficient access to mandatory Agency Web resources and trusted external resources

25.10. The contractor shall be a Central Web location for NASA-wide internal communications including EOC

25.11. The contractor shall provide evolvable internal Web environment for application integration

25.12. The contractor shall integrate with  Agency authentication and directory integration

25.13. The contractor shall meet NASA workforce needs for access to NASA resources under any circumstances, planned or emergencies

25.14. The contractor shall integrate with collaboration tools outlined in Section 3 to facilitate two-communications between NASA management and employees

25.15. Emergency Operations Center: The contractor shall provide internal and external access to internal disaster communications during natural and man-made disasters

25.16. Role-based access. The contractor shall provide users secure access to resources and tools based on these roles and the user’s credentials:

25.16.1. Federal employee

25.16.2. NASA employee

25.16.3. Employee, contractor or partner of a NASA Center or installation

25.16.4. Employee, contractor or partner of a NASA Mission Directorate or Mission Support Office

25.16.5. Member of a project or program team

25.17. The contractor shall allow approved NASA external affiliates to see and contribute content in a secure manner

25.18. The contractor shall provide Authenticated remote access capabilities at the centers to their individual networks

25.19. Document Management

25.19.1. The contractor shall provide a means for users to upload documents and share with other users and/or groups of users

25.19.2. Automatic import of multiple documents, web pages, indexed content, etc.

25.19.3. Automatic feeds of images, documents, etc.

25.20. Application Administration

25.20.1. Contractor shall administer applications

25.20.2. Contractor shall manage all aspects of input through delivery

25.21. Due Diligence

25.21.1. The contractor shall perform due diligence for the purpose of comprehending the InsideNASA system and data (http://insidenasa.nasa.gov) in sufficient technical detail to successfully migrate it to the contractor’s hosting context

25.21.1.1. The contractor shall perform this due diligence in collaboration with the current InsideNASA contractor

25.21.2. The contractor shall perform due diligence for the purpose of comprehending the NASA Team Collaboration application and data (https://inwiki.nasa.gov) in sufficient technical detail to successfully migrate it to the contractor’s hosting context

25.21.2.1. The contractor shall perform this due diligence in collaboration with the current NASA Team Collaboration contractor

25.21.2.1.1.1.1. N.B. The aforementioned application is fully described here (http://www.etouch.net/products/collaboration/).

25.21.3. The contractor shall present sufficient system documentation to the WEST COTR, as described in DRD-WEST-18, for the purposes of review and approval including but not limited to

25.21.3.1. System architecture document

25.21.3.2. As-built system functional design document

25.21.3.3. As-built system detailed design document

25.21.3.4. As-built system interface design document

25.21.3.5. As built data description document

25.21.3.6. As built system hardware and network document

25.22. Migration to Contractor’s Hosting Context. As outlined in DRD-WEST-18:
25.22.1. The contractor shall supply a detailed plan to the WEST COTR for review for migrating InsideNASA and the NASA Team Collaboration systems to the contractor’s hosting context

25.22.2. The contractor shall provide a regression testing plan to the WEST COTR for the InsideNASA and the NASA Team Collaboration systems in the contractor’s hosting context

25.22.3. The contractor shall provide a load and performance testing plan to the WEST COTR for the InsideNASA and the NASA Team Collaboration systems in the contractor’s hosting context

25.22.4. The contractor shall collaborate with the WEST COTR and delegates to provide an acceptance testing plan to the WEST COTR for the InsideNASA and the NASA Team Collaboration systems in the contractor’s hosting context

25.22.5. The contractor shall at the authorization of the COTR migrate the InsideNASA and the NASA Team Collaboration systems to the contractor’s hosting context

25.22.6. The contractor shall at the authorization of the WEST COTR perform regression testing per the approved plan and provide a detailed report

25.22.7. The contractor shall at the authorization of the WEST COTR perform load and performance testing per the approved plan and provide a detailed report

25.22.8. The contractor shall at the authorization of the WEST COTR perform acceptance testing per the approved plan and provide a detailed report

25.22.9. The contractor shall resolve all testing report anomalies and adverse findings as directed by the WEST COTR

25.23. Hosting & Operations

25.23.1. The contractor shall provide hosting for InsideNASA and the NASA Team Collaboration systems

25.23.2. The contractor shall provide operations support for InsideNASA and the NASA Team Collaboration systems

25.23.3. The contractor shall provide technical support to InsideNASA content publishers 

25.23.4. The contractor shall provide technical support for InsideNASA application and portlet developers

25.23.5. The contractor shall provide technical support for the NASA Team Collaboration system and users

25.24. Migration to NEDC

25.24.1. The contractor shall at the authorization of the WEST COTR collaborate with the NEDC to provide a detailed plan for migrating InsideNASA and the NASA Team Collaboration systems to the NEDC hosting context

25.24.2. The contractor shall at the authorization of the WEST COTR provide all necessary documentation to the NEDC COTR

25.24.3. The contractor shall at the authorization of the WEST COTR collaborate with the NEDC to produce a regression testing plan to test the operation of the migrated systems in the NEDC hosting context

25.24.4. The contractor shall at the authorization of the WEST COTR collaborate with the NEDC to produce a load and performance testing plan to test the operation of the migrated systems in the NEDC hosting context

25.24.5. The contractor shall at the authorization of the WEST COTR collaborate with the NEDC to produce an acceptance testing plan to test the operation of the migrated systems in the NEDC hosting context

25.24.6. The contractor shall at the authorization of the WEST COTR collaborate with the NEDC to migrate the InsideNASA and the NASA Team Collaboration systems to the NEDC hosting context

25.24.7. The contractor shall at the authorization of the WEST COTR collaborate with the NEDC to perform regression testing per the approved plan and provide a detailed report

25.24.8. The contractor shall at the authorization of the WEST COTR collaborate with the NEDC to perform load and performance testing per the approved plan and provide a detailed report

25.24.9. The contractor shall at the authorization of the WEST COTR collaborate with the NEDC to perform acceptance testing per the approved plan and provide a detailed report

25.24.10. The contractor shall at the authorization of the WEST COTR collaborate with the NEDC to resolve all testing report anomalies and adverse findings

25.25. Operation within NEDC

25.25.1. Contractor shall continue to manage applications for InsideNASA, NEN and other internal-facing services within the NEDC environment

26. Secure Socket Layer (SSL) Certificates

26.1. The contractor shall provide customers with the following VeriSign SSL certificates upon the authorization of the customer:

26.1.1. Secure Site Pro

26.1.2. Secure Site with EV

26.2. The contractor shall provide certificates of the following validity periods:

26.2.1. 1 year

26.2.2. 1.2.1 2 years

26.2.3. 3 years

26.3. The contractor shall assist with generating a Certificate Signing Request (CSR)

26.4. The contractor shall provide installation of SSL certificates.

26.4.1. The installation shall enforce a minimum 128-bit encryption

26.5. The contractor shall provide customer with technical support regarding SSL certificates.

26.6. The contractor shall track expiration dates of all SSL certificates.

26.7. The contractor shall inform a customer in advance of SSL certificate expiration at

26.7.1. 30 days

26.7.2. 15 days

26.7.3. 5 days

26.8. The contractor shall provide SSL certificate renewal services to the customer that include but are not limited to

26.8.1. Renewal of the certificate with the contractor

26.8.2. Installation of the renewed certificate

26.9. The contractor shall inform the WEST COTR when an SSL certificate has expired as outlined in DRD- WEST-19
26.10. The contractor shall provide the WEST COTR will an inventory of all web sites with SSL certificates and their expiration dates as outlined in DRD-WEST-18
26.11. The contractor and WEST COTR shall review the SSL certificate offering annually and make product and service adjustments at the authorization of the WEST COTR

Instructions: 

(1) The Cross Functional DRD’s are to be inserted as a group into the appropriate RFP DRD section.  

(2) Any changes to these DRD’s will be provided by the OCIO.
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DATA REQUIREMENTS DESCRIPTION (DRD)

 1.
DPD NO.:  TBD
ISSUE:  Draft RFP
2.
DRD NO.:  CF-03
 3.
DATA TYPE:  2
4.
DATE REVISED:
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 6.
TITLE:  Service Asset and Configuration Management (SACM) Plan

 7.
DESCRIPTION/USE:  To describe the Contractor’s approach for managing and protecting the integrity of Service Assets and Configuration Items.

8.
OPR:  OCIO
9. DM: <Center CIO releasing contract>
10.
DISTRIBUTION:  Per Contracting Officer’s letter

11.
INITIAL SUBMISSION:  60 days after effective date of the contract.
12.
SUBMISSION FREQUENCY:  One time, revise as required

13.
REMARKS:  

14.
INTERRELATIONSHIP:  Appendix 1 to Attachment J-1, Section 7
15.
DATA PREPARATION INFORMATION:
15.1
SCOPE: The SACM Plan provides the Contractor’s proposed management approach for managing and protecting the integrity of Service Assets and Configuration Items throughout the service lifecycle.

15.2
APPLICABLE DOCUMENTS: TBD
15.3
CONTENTS:  
The SACM Plan shall include, at a minimum, the following:

(1) Process for identifying and maintaining Configuration Items/Service Assets (including relevant attributes, relationships, baselines and detail, and status and changes thereto) in the Government CMDB;
(2) Process for verifying and auditing Configuration Items and Service Assets; and

(3) Process for implementing corrective actions to resolve Configuration Item/Service Asset discrepancies.
15.4
FORMAT:  Contractor format is acceptable.

15.5
MAINTENANCE: Changes shall be incorporated by complete reissue. Update as required to maintain current with program changes.

DATA REQUIREMENTS DESCRIPTION (DRD)

 1.
DPD NO.:  TBD
ISSUE:  Draft RFP
2.
DRD NO.:  CF-04
 3.
DATA TYPE:  2
4.
DATE REVISED:
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 6.
TITLE:  Release and Deployment Management (RDM) Plan

 7.
DESCRIPTION/USE:  To describe the Contractor’s approach for managing release packages and their constituent components and deployment into production and establishing effective use of the service(s).

8.
OPR:  OCIO
9. DM: <Center CIO releasing contract>
10.
DISTRIBUTION:  Per Contracting Officer’s letter

11.
INITIAL SUBMISSION:  10 days after effective date of the contract.
12.
SUBMISSION FREQUENCY:  One time, revise as required

13.
REMARKS:  

14.
INTERRELATIONSHIP:  Appendix 1 to Attachment J-1, Section 7
15.
DATA PREPARATION INFORMATION:
15.1
SCOPE: The RDM Plan provides the Contractor’s approach for managing release packages and their constituent components and deployment into production and establishing effective use of the service(s).
15.2
APPLICABLE DOCUMENTS: TBD
15.3
CONTENTS:  
The RDM Plan shall include, at a minimum, the following:

(1) Process for performing RDM in coordination and collaboration with Government, I3P Contractors, and other Contractors; 

(2) Process for notifying the Enterprise Service Desk regarding release and deployment activities; 

(3) Process for building, testing, piloting (if required), and packaging of releases; 

(4) Process for planning for pass/fail situations and executing a back-out plan (if required); 

(5) Process for verifying deployment, stabilizing service(s), and closing deployment.

15.4
FORMAT:  Contractor format is acceptable with NASA approval.

15.5
MAINTENANCE: Changes shall be incorporated by complete reissue. Update as required to maintain current with program changes.
DATA REQUIREMENTS DESCRIPTION (DRD)

 1.
DPD NO.:  TBD
ISSUE:  Draft RFP
2.
DRD NO.:  CF-05
 3.
DATA TYPE:  3
4.
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 6.
TITLE:  Application Inventory (AI) Report 
 7.
DESCRIPTION/USE:  To collect and provide an inventory of applications being used to support NASA services.  

8.
OPR:  OCIO
9. DM: <Center CIO releasing contract>
10.
DISTRIBUTION:  Per Contracting Officer’s letter

11.
INITIAL SUBMISSION:  60 days after effective date of the contract.
12.
SUBMISSION FREQUENCY:  Annually.
13.
REMARKS:  

14.
INTERRELATIONSHIP:  Appendix 1 to Attachment J-1, Section 7
15.
DATA PREPARATION INFORMATION:
15.1
SCOPE: The AI Report shall include all applications being used to support NASA services.

15.2
APPLICABLE DOCUMENTS: TBD
15.3
CONTENTS:  
The AI Report shall include, at a minimum, the following:

(1) Application Name

(2) Application Description / Services Provided

(3) Application Component (third level portfolio from APM Hierarchy); 

(4) primary functionality, and if applicable, secondary functionality;

(5) Total Cost: Development, Maintenance, Enhancement or Steady State to include:

a. Hardware Costs 

b.  Licensing Fees 

c. Recurring Maintenance and Support Agreement Fees 

d. Application Hosting Costs 

e. Contractor Work Year Equivalent Cost

15.4
FORMAT:  Contractor format is acceptable with NASA approval.

15.5
MAINTENANCE: Changes shall be incorporated by complete reissue.  Update annually to maintain current with program changes.
DATA REQUIREMENTS DESCRIPTION (DRD)

 1.
DPD NO.:  TBD
ISSUE:  Draft RFP
2.
DRD NO.:  CF-06
 3.
DATA TYPE:  2
4.
DATE REVISED:
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 6.
TITLE:  Capacity Management Plan

 7.
DESCRIPTION/USE:  To describe the Contractor’s methodology and approach for managing capacity and associated performance issues.

 8.
OPR:  OCIO
9. DM: <Center CIO releasing contract>
10.
DISTRIBUTION:  Per Contracting Officer's letter

11.
INITIAL SUBMISSION:  60 days after effective date of the contract.
12.
SUBMISSION FREQUENCY:  One time, revise as required

13.
REMARKS:  

14.
INTERRELATIONSHIP:  Appendix 1 to Attachment J-1, Section 7
15.
DATA PREPARATION INFORMATION:

15.1
SCOPE: The Contractor’s Capacity Management Plan describes Contractor’s methodology and approach for managing capacity and associated performance issues relating to both services and resources.

15.2
APPLICABLE DOCUMENTS: TBD
15.3
CONTENTS:  
The Capacity Management Plan shall include, at a minimum, the following:

(1) Process for identifying service and component capacity including trends and profiles;

(2) Process for recommending effective use of existing capacity;

(3) Standard templates to support capacity planning;

(4) Process for coordinating and collaborating with Government, I3P Contractors, and other Contractors to support capacity planning;
(5) Process for providing advice on new technologies; and
(6) Process for notifying the Enterprise Service Desk regarding potential issues.
15.4
FORMAT:  Contractor format is acceptable with NASA approval.

15.5
MAINTENANCE: Changes shall be incorporated by complete reissue. Update as required to maintain current with program changes.

DATA REQUIREMENTS DESCRIPTION (DRD)

 1.
DPD NO.:  TBD
ISSUE:  Draft RFP
2.
DRD NO.:  CF-07
 3.
DATA TYPE:  3
4.
DATE REVISED:
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 6.
TITLE:  Service and Component Capacity Report
 7.
DESCRIPTION/USE:  To collect and provide service and component capacity data showing trends and utilization.

8.
OPR:  OCIO
9. DM: <Center CIO releasing contract>
10.
DISTRIBUTION:  Per Contracting Officer’s letter

11.
INITIAL SUBMISSION:  10 business days following completion of the first monthly reporting period.
12.
SUBMISSION FREQUENCY:  Monthly within 10 business days after the end of each calendar month.
13.
REMARKS:  

14.
INTERRELATIONSHIP:  PWS Appendix A, Section TBD
15.
DATA PREPARATION INFORMATION:

15.1
SCOPE: The Service and Component Capacity Report provides monthly data showing capacity utilization, volumes, and historical trends against forecasts and baselines.
15.2
APPLICABLE DOCUMENTS: Appendix 1 to Attachment J-1, Section 7
15.3
CONTENTS:  
The Service and Component Capacity Report shall include, at a minimum, the following:

(1) Results of performance monitoring, service capacity analysis, and service performance tuning;

(2) Current, historical, and projected capacity thresholds;

(3) Reporting against Government established standards and metrics;

(4) Results of formal reviews of projected capacity requirements;

(5) Capacity and performance trends and volumes against forecasts and baselines;

(6) Results of prototyping and sizing exercises; and

(7) Testing and sizing models for capacity impacts;

15.4
FORMAT:  TBD
15.5
MAINTENANCE: None required.

DATA REQUIREMENTS DESCRIPTION (DRD)

 1.
DPD NO.:  TBD
ISSUE:  Draft RFP
2.
DRD NO.:  CF-08
 3.
DATA TYPE:  2
4.
DATE REVISED:
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 6.
TITLE:  Availability Management (AM) Plan

 7.
DESCRIPTION/USE:  To describe the Contractor’s methodology for managing all availability-related issues, relating to both services and resources, ensuring that availability targets in all areas are measured and achieved.

8.
OPR:  OCIO
9. DM: <Center CIO releasing contract>
10.
DISTRIBUTION:  Per Contracting Officer’s letter

11.
INITIAL SUBMISSION:  60 days after effective date of the contract.

12.
SUBMISSION FREQUENCY:  One time, revise as required

13.
REMARKS:  
14.
INTERRELATIONSHIP:  Appendix 1 to Attachment J-1, Section 7
15.
DATA PREPARATION INFORMATION:
15.1
SCOPE: The AM Plan provides the Contractor’s proposed approach for managing availability of services and systems.

15.2
APPLICABLE DOCUMENTS: TBD
15.3
CONTENTS:  

The AM Plan shall include, at a minimum, the following:

(1) Process for managing product and service availability;

(2) Process for notifying the Enterprise Service Desk regarding potential issues; 

(3) Process for defining availability, reliability, and maintainability (ARM) targets and measures; and aligning measures with underpinning service agreements;

(4) Process for establishing service metrics, and tools for measuring and monitoring ARM and associated changes;

(5) Process for conducting analysis for compliance to ARM Service Levels;

(6) Process for assisting in identifying, investigating and resolving service availability issues;
(7) Process for collecting and analyzing ARM data;

(8) Process for complying with ARM Service Levels;
(9) Process for evaluating availability improvement opportunities and associated costs;

(10) Process for Meeting Government design and architecture standards, end-to-end service availability requirements and continuity plans;

(11) Process for supporting end-to-end availability validation test plans; and

(12) Process for planning and scheduling downtime.

15.4
FORMAT:  Contractor format is acceptable with NASA approval.

15.5
MAINTENANCE: Changes shall be incorporated by complete reissue. Update as required to maintain current with program changes.

DATA REQUIREMENTS DESCRIPTION (DRD)

 1.
DPD NO.:  TBD
ISSUE:  Draft RFP
2.
DRD NO.:  CF-09
 3.
DATA TYPE:  3
4.
DATE REVISED:
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 6.
TITLE:  Availability, Reliability, and Maintainability (ARM) Analysis Report
 7.
DESCRIPTION/USE:  To collect and provide Availability, Reliability, and Maintainability data showing service availability historical trends, including service and component failure results and compliance with Service Level Agreements.

8.
OPR:  OCIO
9. DM: <Center CIO releasing contract>
10.
DISTRIBUTION:  Per Contracting Officer’s letter

11.
INITIAL SUBMISSION:  10 business days following completion of the first monthly reporting period.
12.
SUBMISSION FREQUENCY:  Monthly within 10 business days after the end of each calendar month.
13.
REMARKS:  
14.
INTERRELATIONSHIP:  Appendix 1 to Attachment J-1, Section 7
15.
DATA PREPARATION INFORMATION:
15.1
SCOPE: The ARM Analysis Report provides data showing service availability, historical trends, including service and component failure results and compliance with Service Level Agreements.

15.2
APPLICABLE DOCUMENTS: TBD

15.3
CONTENTS:  
The ARM Analysis Report shall include, at a minimum, the following:

(1) Service availability issues, investigative results, and resolution status;
(2) Historical trends showing service and component failure results (e.g., uptime statistics, Mean Time Between Failures/frequency of outage, and Mean Time to Repair/duration of outage); and

(3) Historical trends showing compliance with Service Level Agreements;
15.4
FORMAT:  TBD
15.5
MAINTENANCE: None required.
DATA REQUIREMENTS DESCRIPTION (DRD)

 1.
DPD NO.:  TBD
ISSUE:  Draft RFP
2.
DRD NO.:  CF-10
 3.
DATA TYPE:  2
4.
DATE REVISED:
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 6.
TITLE:  IT Service Continuity Management (ITSCM) Plan 
 7.
DESCRIPTION/USE:  To describe the Contractor’s method for establishing and maintaining ongoing recovery capability for required IT services and their components.
8.
OPR:  OCIO
9. DM: <Center CIO releasing contract>
10.
DISTRIBUTION:  Per Contracting Officer’s letter

11.
INITIAL SUBMISSION:  60 days after effective date of the contract.
12.
SUBMISSION FREQUENCY:  Annually.
13.
REMARKS:  

14.
INTERRELATIONSHIP:  Appendix 1 to Attachment J-1, Section 7
15.
DATA PREPARATION INFORMATION:
15.1
SCOPE: The ITSCM Plan provides the Contractor’s proposed management approach for establishing and maintaining ongoing recovery capability for IT services and their supporting components.

15.2
APPLICABLE DOCUMENTS: TBD
15.3
CONTENTS:  
The ITSCM Plan shall include, at a minimum, the following:

(1) Process for managing product and service continuity;

(2) Process for notifying the Enterprise Service Desk regarding potential issues; 

(3) Process for identifying contingency options and impact mitigation actions and strategies;

(4) Process for enabling the effective identification, analysis, and management of risk responses;

(5) Process for development, production, testing, maintenance, and training of the Plan;

(6) Process, including criteria, for invoking the Plan, executing recovery plans, restoring Service to normal operation, and leading and/or coordinating recovery efforts;

(7) Process for testing and documenting results of disaster recovery testing; and
(8) Process for identifying required ITSCM contingency services that impact the required IT services;
15.4
FORMAT:  Contractor format is acceptable with NASA approval.

15.5
MAINTENANCE: Changes shall be incorporated by complete reissue.  Update annually to maintain current with program changes.
DATA REQUIREMENTS DESCRIPTION (DRD)

 1.
DPD NO.:  TBD
ISSUE:  Draft RFP
2.
DRD NO.:  CF-11
 3.
DATA TYPE:  3
4.
DATE REVISED:
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 6.
TITLE:  Interface Definition Agreement (IDA)
 7.
DESCRIPTION/USE:  To collect and provide data showing interface requirements between Government and Contractor provided computer systems.
8.
OPR:  OCIO
9. DM: <Center CIO releasing contract>
10.
DISTRIBUTION:  Per Contracting Officer’s letter

11.
INITIAL SUBMISSION:  60 days after effective date of the contract.

12.
SUBMISSION FREQUENCY:  One time, revise as required.
13.
REMARKS:  

14.
INTERRELATIONSHIP:  Appendix 1 to Attachment J-1, Section 7
15.
DATA PREPARATION INFORMATION:
15.1
SCOPE: An IDA is required whenever a Contractor chooses to use a non-Government computer system to support their provision of services, e.g., Change Management, Incident Management, Request Management, Problem Management, and Service Asset and Configuration Management.
15.2
APPLICABLE DOCUMENTS: TBD
15.3
CONTENTS:
The IDA shall include, at a minimum, the following:

(1) A short description of the computer systems being addressed;

(2) Cross reference matrix of Government to Contractor data elements, e.g., name, size, format, description, and relationship;

15.4
FORMAT:  TBD
15.5
MAINTENANCE: Changes shall be incorporated by complete reissue.  Update as required to maintain current with program changes.
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